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ABSTRACT

The feasibility of using optical and infrared technology for use in
synchronous navigation satellites is examined. The analysis is based
primarily on a determination of the quality of the image available to
the detector under various conditions and not on the properties of the
detector 1tself except for the resolving power of the detector.

Initially a passive-user system is considered where the navigation
satellite detects the infrared energy emitted by the user's engines.
Jet aircraft were considered first because of the relatively large
amount of infrared energy emitted by their engines. By considering the
energy incident on a single resolvable image element it was found that
the signal energy available could not be reliably distinguished from
changes 1in the effective background temperature of the earth. It was
concluded that a navigation system using passive infrared detection
from synchronous altitude is not feasible.

An active-user system is also considered where the navigating users
are equlipped with high-power, optical-energy sources. A comparison.of
the various optical sources showed that lasers would yield the highest
signal-to-noise ratio because the narrow spectral regions in which their
energy is concentrated would allow most of the background noise
to be removed by filtering. It was found that the signal energy
required for & satisfactory image could only be obtained under very restric-
tive conditions. Under such conditions, it was also necessary to consider
the internal nolse of the detector to determine if the signal could be
detected. It was found that for a reasonable average source power
the signal could not be detected due to the large amount of detector
noise present. By using a very high peak power laser it should be
possible to detect the user's signal but the present cost of such a
laser makes such a system economically impractical considering the
limited circumstances under which it could be used.

Although & number of optical systems other than the ones described
could be consldered it is concluded that optical techniques do not
represent a feaslble alternative to the use of ‘radio frequency techniques
for synchronous navigation satellites.
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1.0 INTRODUCTION

1.1 Technology

The rapid progress mede in optical and electro-optical technology
has opened up new areas of useful application for this technology. The
success of TV and photographic cameras has been well demonstrated in
several space missions. The application of this technology to navige-
tion problems has become more likely with the development of high resolu-
tion TV cameras [1, 17, 25, 58].

The application of these techniques will be considered in two
categories. Initilally, consideration will be given to passive users
which emit no signal specifically for navigational purposes. In this
case the navigation satellite will determine the position of the user
by detecting, if possible, the thermal energy (~ 2-8u) emitted by the
user. The second portion of the study will deal with active users which
transmit an optical signal for reception by the navigation satellite.
Many of the calculations done for the pagsive case will result in graphs
that express basic system 1nterrelat10nsh1ps which apply to the active
user case as well.

It should be noted that this study is limited by the fact that no
claggified information was used. Although the results of classified
research in some areas would be useful, they would not change the
primary conclusions of this report. However, conclusions based on
state-of-the-art predictions may be modified. The results of research
on the development of high-resolution image intensifiers would be
particularly relevant. Research into this area is being done for
developmnent of nlght vislon devices.

1.2 Bagic System Conflguration

One approach to the desgign of an . optical navigation satellite
system would be to have a synchronous satellite obgerve a portion of the
earth. Light energy from the desired area would be focused on an image
recording device. If the image contained reference objects of known
location then the linear distance on the image would be directly propor-
tional to the angular separation of the objects. The optical system
which will be considered is therefore an angle-measurement navigatbtion
system.

The use of a synchronous satellite provides several advantages over
low altitude satellites. At synchronous altitude the field-of-view would
not have to be very large to provide sufficlent coverage of the portion
of the esrth which is visible at thig altitude. Narrow field-of-view
systems have thinner lenges with less attendant distortion problems and in
addition thin lenses cause less attenuation of the signal which ls also
desirable.

Another advantage provided by use of & synchronous satellite is
that it is always located at approximately the same position in the sky.
This is important if active sources, such as lasers, are to be used to
provide the reference points. Low altitude satellites would require the
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reference stations to track the satellite and in addition more satellites
would be required to provide equal coverage. Another possible solution
to the reference location problem would be to have star trackers provide
an indication of the direction of the camera. The lagt approach has been
rejected because it provides no indication of the atmospheric refraction
that would be encountered. For ground-based reference points the
refraction would be approximately the same for a signal from the reference
station and users at the same elevation angle. The refraction could

then be estimated for users at other elevation angles.

1.2.1 Synchronous Satellite Coverage

Since the most gtable synchronous satellites are those which operate
over the eguator, an analysis has been made of the coverage area provided
by these satellites with various antenns beamwidths [2]. The area covered
is circular only if the antenna or camers is pointed at the subsatellite
point. The area covered for different orientations is not easily
described mathematically other than it turns out to be the intersection
of a cone and a sphere, l.e., in the case of a circular field-of-view.

For the purposes of this study a circular area of coverage has been
assumed to simplify the calculations.

TFor application in the North Atlantic a camera with an 8° - 10°
field-of=view will be assumed. For this field-of-view, reference stations
could be located in Greenland, Iceland, or Great Britain.

1.3 Optical Position Information

Once an image is received there are several ways in which it could
be processed to obtain poslition information. The image could be stored
on £ilm and either the film or & TV image of the film sent back for
processing. This is undesireble since it i1s impractical to send the
film back from a synchronous satellite and the transmission of a picture
would require a large transmitter power and bandwidth. It might be
possible to use pattern recognition techniques in the satellite to
determine the position of desired objects. This, also, is impractical
because of the great resolution required and the amount of computational
capacity which would have to be bullt into the satellite.

From these practical considerations it seems undesirable for the
satellite to transmit or even process a true pilcture. Even if a true
picture could be transmitted the question remains as to how it would be
processed once received. If a large amount of o mputation was involved
a considerable delay would be introduced between the reception of the
image and the computation of & user location.

A possible solution to this problem is to use & TV camera but to
make & binary decision on each resolvable image element as to the
presence of a user. Only the image coordlunates of the elements where
a user was detected would be transmitted and such a procedure would
reduce the amount of datae. to reasormble size. The difference in the
amount of date required to transmit an entire image and the amount required
to transmit the locations of several points in that image could easily
be many orders of magnitude. In addition, the equipment needed to
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determine the user position from the image coordinates would be greatly
reduced. Of course, the optical energy from the user must be sufficiently
above that of the background to allow such a system to work.

1.4 TImplied Restrictlons on Optical Navigation Systems

It should be noted that the performance of optical systems involving
the transmlission of energy through the atmosphere will be considerably
degraded by the presence of fog, clouds or rein in the transmission path.
Even in the case of an active user it will not be possible to prodice
sufficient optical power to ensure reliable operation in all types of
weather. For ailrcraft which operate above weather formations, the signal
attenuation will be negligible but for low altitude users the weather
will severely restrict the use of an optical navigation system. The
extent to which the performance of optical navigation systems will be
limited by atmospheric attenustion is analyzed in Sections 2.6 and 3.3
but in general it can be said that optical navigation systems could only
operate in fair weather.

In order to simplify the initial analysis, problems such as identify-
ing a particular user and resolving aircraft separated only in altitude
will be neglected and only the problem of detection will be considered.
The problem of detection, as will be shown in both the active and passive
cases, is the crucial point in the analysis of the optical navigation
system.

It has been argued In the previous section that 1t would be desirable
to use a binary detection system to 1limit the amount of data which would
have to be processed. 1In the passive case the use of a binary detection
scheme will determine the type of users for which the system can operate
and the spectral region which must be used. Both of these implicatims
arise from the fact that for a binary detection system to operate in the
manner proposed, the object to be detected must be significantly differ-
ent from the background present in some manner. There are two possible
sources of optical energy which can be considered in this case. The
first is the reflected sunlight in the visible region (i.e., wavelengths
on the order of 0,3=0.7u) and the second is the thermal or infrared energy
(~ 2-8u) produced by the heat of the user's engines. In the visible
light region a binary detection system would not work because the large
amount of sunlight reflected from the atmosphere would obscure the small
amount of sunlight reflected by the user. In addition such a system
would not be operative at night. In the infrared region, however, the
major source of background energy will be the thermal radiation produced
by the earth but, as will be shown quantitatively in Section 2.5, the
major portion of thils energy is produced at wavelengths longer than
those at which the thermal radiation of the user is produced. Hence,
the thermal radiation produced by the user ls in between the two major
sour ces of background energy (i.e,, the shorter wavelength reflected
sunlight and the longer wavelength thermal energy produced by the earth)
and this is the sgpectral region vwhich will be considered.

The infrared energy radlated by a body is directly proportional to

the fourth power of its absolute temperature. For a binary detection
scheme using infrared energy the object to be detected should be at a
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temperature much greater than that of its background. Among the three
types of possible users--jet ailrcraft, propeller driven aircraft, and
ships--jet alrplanes provide the greatest temperature difference. If
an optical infrared system will not work using Jjet planes as targets,
then it certainly will not function for objects at a lower temperature.
For this reason only jet aircraft will be considered  in the passive
case analysis. Although a reciprocating engine aircraft may produce an
amount of infrared energy equal to that produced by a jet aircraft, the
major portion of this energy will be at longer wavelengths and thus
subject to a greater degree of interference from background radiation
from the earth.




2.0 AN ANALYSIS OF OPTICAL TECHNIQUES FOR SYNCHRONOUS NAVIGATION
SATELLITES WITH PASSIVE USERS

As stated previously, the passive user considered will be a jet
aircraft and the signal to be detected will be the infrared energy
emitted by the plane.

2.1 Infrared Radiation

All objects above 0°K emit thermsl radiation. The spectral
distribution of this radiation for black bodies is given by Planck's
TIaw

R (2.1-1)
by xs <ecg/xm ] ) :

where Wh = radiation emitted per unit surface area per unit
wavelength in watts/cmg
A = wavelength of emitted radiation (in cm)
T = absolute temperature in °k
¢, = 3.7413 x 107 vatt on”
C, = 1.438 cm deg.

The region of the electromagnetic spectrum in which (2.1-1) is found to
be most useful is divided, somewhat arbitrarily, into five different
reglons:

ultraviolet 0.001 to 0.3
visible 0.3 to 0.7
near infrared 0.7 to 1.5 u
middle infrared 1.5 to 20 pu
far infrared 20 to 1000

The higher the temperature of the object being considered the shorter
will be the wavelength of most of the energy emitted. According

to (2.1-1) radiation is emitted at all wavelengths for all temperatures
above O%K but when considering the actual range of temperatures likely
to be encountered and the shape of (2.1-1) for these temperatures, it

is found that for practical purposes almost all the energy will be
between 0.3 and 20 p. In Sectlon 2.5 1t will be shown that for tempera-
tures on the order of those likely to be encountered for jet aircraft
over half of the energy emitted will be in the range 2 to 8u.

To £ind the total energy emitted, (2.1-1) can be integrated over all
wavelengths to give the Stefan~-Boltzman Law.

W = ol (2.1-2)




where W = total black body radiant emittance watts/cm?
T = absolute temperature in °k
o = 5.673 X lO"l2 watt/cm2 degu

The above laws are applicable to ideal situations and represent the
maximum possible amount of emitted radiation. In practical situations
the shape of the spectral distribution is the same but the radiant
emittance is less. Such bodies are called "gray bodies" and for such
bodies an emissivity factor is defined

e = total radiant emittance
total radiant emittance of a black body at the same temperature

Hence, the spectral distribution of the radiation from many real objects
will be given by:

GCl

W, = ' '
N C,/NT
ks (e 2 - l> .

(2.1-3)

and

W=e oTu ' ) 2 - (2.1-k)

The above equations are only approximations since the emissivity
is in reality a function of the wavelength. For many materials the
variation of emissivity is so small that € can be assumed constant and
in general this assumption holds for all solid objects or objects with
significant density. Significant sources of infrared energy where the
emissivity is not constant are hot gases and flames such as the exhaust
products from a jet engine. Analysis of situations where the emissivity
is not constant is much more difficult.

Using these simple formulas, an analysis can be made of the infrared
energy being emitted by a jet plane. It should be noted that the hotter
parts of the plane do not necessarily emit the most infrared energy
because of the varying emissivity of the materials involved. Note that
surfaces which are good reflectors, such as aluminum, normally have
emissivities much less than 1, the maximum value, and are therefore
poor emitters.

2.1.1 Sources of Infrared Radiation from Jet Aircraft

The infrared energy emitted from a jet aircraft in the 2-8u region
can be separated into the following four categories:

1) the interior of the combustion chamber where the actual
flame is located

2) +the exterior combustion chamber walls and tall pipe
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3) the skin of the aircraft which is heated by atmospheric
: friction at high speeds

4) hot, luminous gases which form the exhaust from the
engine.

Fach of these sources contribute to the total amount of infrared
radiation generated but 2) is the predominant source which will be
considered.

The energy from the interior of the combustion chamber, source 1),
provides the largest amount of infrared radiation from any part of the
plane. However, the energy from this source is highly directive and in
normal horizontal flight the satellite’s field-of-view would be normal
to the direction of maximum radiation and hence very little of the
radiation produced by this source would reach the satellite.

Source 2), the exterior combustion chamber walls, provide the most
significant amount of infrared energy for the purpose of passive
detectlion by navigation satellites. The walls of the combustion chamber
are normally made of material with a much greater emissivity than -
aluminum (see Section 2.1.3).

The skin of the aircraft, source 3), can be heated to high
temperatures by atmospheric friction. The usefulness of this source
is limited, however, by the low emigsivity of aluminum and the high
speeds at which the plane must fly to produce these temperatures. The
emlssivity of smooth commercially available aluminum alloys varies
from 0.02 to 0.07 which makes the skin a very poor infrared source
[3, p. 804]. In order to provide significant radiation above the
background radiation a plane would have to fly at Mach 2.5 at 40,000 ft.
to produce sufficient atmospheric friction [4, p. 190]. The contribu-
tion of this source will be approximated (see Section 2.1.3).

The exhaust gases or plume, source 4), may extend several hundred
feet behind the plane and reach temperatures over 1500°K depending on
the size of the jet engine [3, p. 61]. The spectrum appears to be a
weak black body radiation with strong emlssion lines whose wavelength
is determined by the molecular composition of the gas. The black body
radiation depends on the emissivity which depends on the density and
size of the particles meking up the gas. The emissivity factor is only
a few per cent at ses level and decreases ag much as two orders of
magnitude at high altitudes in the desired spectral region due to the
reduced atmospherlic pressure [5].

The strong emigsion lines are due to the excitation of various
energy levels of the molecules making up the exhaust gases. The exhaust
products of the normal organle hydrocarbon jet fuels consist mainly of
water and carbon dioxide. H,0 and COp molecules "radiate strongly in
the 2 to 3p band, and CO, radiates in the b to 5.5u band" [6, p. 1217.
Much of this infrared energy is absorbed by the unexcited H,0 and COp
molecules in the atmosphere; however, a small portion is transmitted
for the following reason. The radlation emitted from the hot gases
does not occur at the same wavelengths as the atmospheric absorption,
"since higher transitions are excited as the temperature ig raised"
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[6, p. 121]. A small contribution from this source will be considered
(see Section 2.1.3).

2.1.2 Aircraft Modifications to Increase Infrared Energy Emission

In order to increase the effective output of infrared energy, there
are several simple modifications that could be made. The user cannoct
be classed as an active user through these modifications since they only
make use of the thermal energy already in the plane.

The emissivity of the smooth aluminum skin of the plane is very
low. Increasing the roughness of the surface can improve the emissivity
by an order of magnitude, e.g., 6061 aluninum alloy has an emissivity of
0.04 and sanding can increase the emissivity to O.41 [3, p. 80L]. It
would also be possible to get an even greater emissivity by painting
the surface of the plane and this would not have the disadvantage of
increasing the aerodynamic drag as would increasing the roughness of the
surface. Since this modification would be most effective at supersonic
speeds, where the infrared energy from the plane body becomes most
significant, the paint would have to be able to withstand considerable
heat and friction.

Since the combustion chamber radiation is so highly directive,
there is little that can be done to increase the infrared output in the
direction desired.

The jet engines constitute the main source of useable infrared
energy and any increase in their infrared output would aid detection
greatly. External thrust chamber walls are usually made of highly
emissive material for cooling purposes but some improvement might be
made by substituting high emissivity material for the aluminum skin
surrounding the other parts of the engine. The added weight and/or
drag would probably be the least of any of the other possible modifica-
tions.

On many of the larger jet aircraft the engines are placed below
and slightly ahead of the wing structure. This may constitute a severe
problem since this will result in a shadow when the wing 1s between the
satellite and the engine. A change in placement of the engines would go
a long way towards increasing the feasibility of an infrared surveillance
navigation satellite system.

The exhaust plume does not present any good possibilities of
improving its infrared emission. The emissivity can only be changed
significantly Dby increasing the pressure of the gas,which is not possible.
Fuel additives which change the spectral composition of the exhaust gas
would also have to change the molecular composition. Anything except
the normal hydrocarbon combustion products; H,0 and COp, would probably
be congidered as pollution,and in addition, the amount of additive needed
to meke any significant change would be prohibitive since it would change
the characteristics of the fuel.

The most promising modification seems to be the replacing of the
outer engine covering with material of & higher emissivity. Most of the
other methods considered are quite impractical.
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2.1.3 Calculation of Thermal Energy from Jet Aircraft

Since the resolution of the navigation gsystem will not be sufficient
to resolve the structure of individual aircraft the energy from the
aircraft can be considered as coming from a point source. The received
signal can then be calculated by knowing the solid angle intercepted by
the receiving system and the radiant intensity of the source.

The total radiant emittance is given by (2.1-4) for a unit area
and the radiant intensity J(W/sr) can be found by adding all the aresas
of the plane according to (2.1-5) under the assumption of uniform
isotropic point sources.

g L

=5z ) Ty By - (2.1-5)
where J "= radiant intensity in W/sr
o = 5.673 X 10712 watt/cmg degu
ei = emissivity
T, = absolute temperature in °K
A, = effective area or area seen in the direction for which J

is desired in cmg.

Slnce the only area that will be considered directly is the exterlor
combustion chamber wall and tail pipe,(2.1-5) reduces to

L“ .
J=§Eem . o (2.1-6)

where the values of €, T and A are those associated with the exterior of
the combustion chamber.

The result given by (2.1-6) is valid, provided the source can be
considered as a point source. Since the system resolution, determined
in Section 2.3, will be insufficient to resolve distances on the order
of the size of an aircraft the point source assumption is justified [61,p27].
The diameter of the objective lens necessary to resolve the image of an
aircraft 1s much too large to be practical. The source area which will
be consldered is the upper half of the exterior of the combustion chamber
which explains the fact that the solid angle in the denominator of
(2.1-6) corresponds to a hemisphere which is 2x steradians instead of
the normally encountered Ln sr.

The high thermal and mechanical stresses which are encountered in
the engine require high strength materials. One of the currently
popular materials used for exhaust system construction is columbium-
stalibized stainless steel [7, p. 201]. Normally stainless steel has
‘an emissivity of approximately 0.2 [3, p. 810] but under such high
temperatures a thin layer of oxide will form which raises the emissivity
to 0.7 [4, p. 18]. The diameter of jet engines is on the order of 1 m
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and the length is approximately 3 to 4 m. The effective area will be
chosen as 1.0 m® and the exhaust system temperature ranges from 600°K to
1000%K [k4, p. 190]. Using these data and the fact that there are four
engines on many planes, equation (2.1—6) gives the following results :

600°K

ey
1l

3.2 x 10° W/sr T

b

= 2.5 X 10" W/sr T = 1000°K

o
|

I

From available data on jet planes [8, p. 25] the infrared energy
contributed by the skin and exhaust gases can be approximated .as 20% of
the total infrared output which will then be estimated as:

3.8 X 10° W/sr 600°K (2.1-7)

oy
1l

+3
I

o
i

Il

3.0 X 10" W/er 7 = 1000°K (2.1-8)

A value of 7.9 X 109 W/sr is reported for the Boeing 707 [61, p. 93].
Since the data available for single engine fighter planes indicate a
radiant intensity of 1.2 X 103 W/sr [8, p. 25], the flgures above seem
reasonable.

Note that the above calculations are quite optimistic in both the
assumption of the effective area and the emissivity. It is not expected,
however,that the infrared radiant intensity could be less than one order
of magnitude lower than the value calculated but this conclusion is
greatly dependent on the direction from which the plane is observed,

e.g., there will be very. llttle radiation observed v1ew1ng the front of
the plane [8, p. 25].

2.2 Receilved Signal Power

The received signal power can be calculated by knowing the radiant
intensity of the source in the direction of the receiver and the solid
angle intercepted by the receiver. The solid angle Q can be calculated
using the relation:

Q Area projected by objective lens
Lk T Total surface area of sphere with radius equal to
distance from source to objective

(2.2-1)

In the case where the objective léné is at a large distance from the
source, the projected area is equwal to the area of the objective lens
with the result that (2.2-1) reduces to: :

2

nd

Ly 2
S

Q =

(2.2-2)
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solld angle intercepted in sr

I

where {
d = objective lens dlameter in m

r altitude of synchronous satellite in m.

8
Substituting 36,000 km for the altitude of the satellite gives:

#

Q= 6.08 x 10716 42 (2.2-3)

Fguation (2.2-3) is plotted in Fig. 1.

The total received power is (assuming no atmospheric attenuation)

P, =J0Q (2.2-4)

where J is given by (2.1-7) or (2.1-8) and Q is given by (2.2-3). The
total received power for the two radiant inftensities calculated previously
is plotted in Fig. 2 as a function of the objective lens diameter. The
recelved power will be attenuvated when it traverses the atmosphere, but

if the plane flies at an altitude of 40,000 ft or more then approximately
99% of the cloud formetions and atmosphere will be below the plane [3,

p. 122] and for this reason atmospheric attenuation will be neglected.
Since the density of the atmosphere decreases almost exponentially with
altitude 532, Do 2—1] the atmospheric attenuation will be much less for
higher altitudes.

2.3 Image Resolution

The resolution of an electro-optical system employing a television
camera can be considered as being limited by four different factors:

1) diffraction limitations

2) +the optical quality of the components

3) the number of lines in the television picture

4) random veriations in the index of refraction along the

transmigsion path.

The resolution of the system is only ag good as the resolution in the
worst case and can be no better than the limit given by the Rayleigh
criterion (diffraction limitation caused by the wavelength of the light).

With the uge of computer programs for lens design, the quality
of the optical components available i1s such that the resolution is only

limited by cost considerations. Hence, the optical quality of the
components will be neglected in considering the resolving power of the
gysten.

The diffraction limitation provides the fundamental criterion for
resolution of the system and the number of lines in the television
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picture cannot exceed this limit. In other words, increasing the number
of lines cannot increase the angular resolution beyond the diffraction
limit. '

In the following graphs and in most graphs in Section 2, the results
presented will be for the user at the subsatellite point. For any
other position the results must be changed to account for the geometrical
dilution of precision caused by the projection of the diffraction limit
on the surface of the earth (see Appendix A). The ground resolution
given in Figs. 4 and 5 must be multiplied by the geometrical dilution of
precision (GDOP) factor given in Fig. 3 when the user is not at the
subgatellite point. In some cases, however, it would be very difficult
to incorporate the GDOP factor in the results.

2.3.1 Resolution in Diffraction-Limited Systems

The angular image size of a polnt source in a perfect incoherent
optical system with suffielent illumination is given by (2.3-1)[3, p.4kd]

B = .g—'-g.l}—.}—\ (2.3_1)

g

where Br = angular image size
A = wavelength of the radiation
D = diameter of the objective lens.

The angular resolution of & system will be defined as the angular
separation between two equal intensity point sources at which the images
Just touch on the outer edge of the central region. The images actually
look like & central region with several surrounding concentric rings but
the rings will be neglected since the majority (~ 84%) of energy is in
the central reglon. BEquation (2.3-1) gives the angular size of the
central reglon and from the definition just given it also gives the
smallest resolvable angular separation between two point sources. Note
that the result given by (2.3-1) is twice the size normally specified

by the Rayleigh criterion [9, pp. 578-579]. The Rayleigh criterion is
(2.3-1) divided by 2. In the Reyleigh criterion the centers of the
images need only be separated by the radius of the images for resolution,
while for (2.3-1) the centers must be separated by the diameter of the
images. It was felt that (2.3-1) represents & more realistic limit in

a system using a televislon camera than the Rayleigh criterion.

For an angular resolution limit given by (2.3-1) the ground
resolution limit at the subsatellite point of a synchronous satellite
at altitude Ty ig:

2.4 A1
_ S

g =T (2.3-2)
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where rg = ground resolutilon.
The wavelength used will be the wavelength at which the maximun amount

of radiant energy is emitted. The wavelength at which the maximum
occurs is given by the Wien displacement law [3, p. 107]:

A, =3 | ' (2.3-3)

where K is & constant and for A in microns, T in OK, K = 2897.9. Combin-
ing (2.3-2) and (2.3~3) and substituting the value of r, gives

260 ‘
Ty = T . (2.3-4)
where r_ = ground resolution in km
D = objective diameter in m
T = gource temperature in ).

Fquation (2.3-4) is plotted in Fig. 4 for some typical jet engine exhaust
system temperatures.

The diffraction limit applies to all optical systems and it is easy
to see that visible light (A~ 0.55 u) would provide the same ground
resolution with a much smaller objective lens than infrared.

In these calculations no consideration has been made for random
variations in the index of refraction in the atmosphere due to wind and
other phenomena which may make the calculated results overly optimistic
(see Section 3.4.3).

2.3.2 Television Camera Limitations on Resolution

The fundamental limitatlon provided by a television camera is in
the number of lines. For a camera system with an angular field-of-view
FOV, the maximum angular resolution capability B, for N TV lines is
(see Appendix B) t

rov .
B, = o (2.3-5)

For & synchronous satellite at an altitude of ry the best ground
resolution possible with N TV lines is

r FOV
5

rg = T (2.3-6)

where FOV is in radians. Hence, for given ground resolution, the number
of television lines required for a ground resolution rg is
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5
N = -2 (2.3-7)
g

vhere N = number of TV lines required (see Appendix B)

OV = fleld-of-view in radlans

r, = synchronous altitude

rg = ground resolution (same units as Ty )
Equation (2.3-7) is valid provided the angular resolution B is greater
than the angular resolution available in the image By In order for

(2.3-7) to hold By > By or in terms of the ground resolution using
(2.3-4) and (2.3- 7) ‘the required condition is

r_ FOV
2D6TO <~ (2.3-8)
where D = dlameter of objective in m
T = gource temperature in °k
r, = synchronous altitude in km
FOV = angular field-of-view in radians
N = number of TV lines.

The equallty holds when the television camera resolution is equal to the
diffraction limit.

Equation (2.3-7) is plotted in Fig. 5 for an 8° field-of-view which
is sufficient to cover most of the North Atlantic Ocean. The condltlon
specified by (2.3-8) is also noted on the figure. For comparison a 2°
and a 16° field-of-view have been used in eq. (2.3-7) and the results are
also plotted in Fig. 5. The 160 field-of-view is sufficient to cover
most of the portion of the earth visible from the satellite while the 2°
field-of'-view would be sufficient to cover the Northeastern United States.
The majority of calculations will be done using the 8° field-of-view.

Considering the present state of the art [1, 17, 25, 58] it is
reasonable to expect that television cameras with over 10,000 line
resolutlion will be available by 1970. Using this figure the results
plotted in Pig. 5 show that an objective diameter of at least 1 m would
be necessary. The objective diameter (1 m) was chosen as being realistic
with respect to size and weight limitations (a lens of. 1 m diameter could
weigh several hundred pounds ). In addition, a lens (or reflector) of
this diameter can be made essgentially optically perfect, i.e., flat to
within 0.10 A where A is the wavelength of the light and in the case of
2-5u light this would be on the order of 0.2u. With a 1 m objective lens
and & 10,000 line television camera, the ground resolution at the sub-
satellite point would be approximately 0.5 km.
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2.4 Image Exposure Time

The maximum image exposure time which can be used is limited by the
motion of the user and the motion of the satellite. Although the image
exposure time is not used in the calculation of the signal-to-noise ratio
in the passive case the exposure time must be sufficiently long to allow
the detector to respond to the signal available.

In order to know the image expdsure time necessary to stop the
observed motion, the length of time in which the image motion is
negligible must be known. The effect of the motion of the object
observed will be greatest at the subsatellite point.  The image exposure
time must be less than the time it takes for the image of one user to
travel from one resolvable plcture element to the next. The element-to-
element transition time can be calculated by dividing the ground
resolution distance, which corresponds to & center-to-center transition
from one resolvable picture element to the next, by the ground speed.
Dividing (2.3-6) by the ground speed gives

ro rov
T = —f5— : (2.4-1)
where N = number of TV Lines
T = element-to-element transition time in seconds
r, = synchronous satellite altitude in m
POV = angular field-of-view in radians
S = ground speed in m/seconds

Consldering an 8° field-of-view and using suitable conversion factors,
(2.4-1) reduces to

_1.12 x 107
T - NS (2.4“2)
where T = element-to-element transition tlme in seconds
N = number of TV lines
S = ground speed in mi/hr

Equation (2.4-1) is plotted in Fig. 6 for some speeds that might be
expected for aircraft like the SST. The transition time must be
multiplied by the GDOP factor for user positions other than at the
subsatellite point. ©Note that these calculations assume that the optical
gystem is capable of the resolution required so these results are valid
up to the diffraction limit on the number of lines.
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The transition time calculated using (2.4-2) is the total
transition time. If it is assumed that the energy density of the user
image decreases linearly as the user image moves to the next picture
element then the user signal will decrease to 50% of Lt original valuc
tri half the transitlon tlme. Using the assumption of u stato-of-the-art
of 10,000 television lines and an image exposure time equal to half the
total transition time, the maximum image exposure time in which the image
motion will be negligible is 0.2 s.

While an exposure time of 0.2 s may not be possible due to motion
of the satellite there are several useful conclusions that can be drawn
from it. Slow~scan techniques could be used to lengthen the observation
time in order to allow greater resolution of weak signals. If statistical
processing of the received information is performed then a longer observa-
tion time will yield better results. It is easy to see that there is
"little to be gained by using a frame rate greater than 5 per second since
very little will have changed from the previous frame. Since the GDOP
factor will lengthen the transition time the average image motion over
the whole image may be so slight as to allow a frame rate of only one in
several seconds to convey all the desired information.

Tn addition to stopping the image motion due to & moving target the
exposure time must be short enough to stop any image motion due to the
movement of the satellite. If it is assumed, as before, that the user
image intensity at a resolvable image element reduces linearly as the
target moves away then the point at which image degradation takes place
can be taken as the point where the image intensity is reduced to 50%
of its maximum value. The image degradation is then equivalent to a
target movement of r_ /2 if the satellite is perflectly stable. If a
satellite at distanceé rg is revolving with an angular rotation rate 0!
then the equivalent ground movement is AT@‘rS where AT is the length of
time being considered. If the degradation point is an equivalent ground
movement of rg/z then AT, the maximum image exposure time, will occur
when AT = image exposure time

T
——g- = ! -
= = ATO'r_ (2.4-3)
where r = ground resolution in km
r, o= satellite distance in km
6% = rate of angular rotation in rad/s
AT = 1mage exposure time in sec
Hence
r_
AT = (2.4-4)

Fquation (2.4-k4) is plotted in Fig. 7 for a typical range of rotation
rates.
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For an objective diameter of 1 m, lOu television lines,and an 80
field-of-view, the ground resolution would be about 0.5 km. A typical
rate of movement in a well-stabilized satellite might be 30 urad/s
giving a maximum image exposure time of 0.2s as before.

2.5 Determination of the Optimum Spectral Region for Passive User
Detection

In choosing the optimum spectral region to use for a passive user
navigation system there are two basic factors that must be considered.
In order to detect a target at a given temperature & spectral region
must be chosen which contains as much of the energy for that particular
temperature as possible. The radiation from higher temperature black
bodies will be at the shorter wavelengths and that of a lower temperature
black body at longer wavelengths. The temperature range of the target
(600°K - 1000°K) is above that of the earth ~ 250°K and below that of the
sun 5800°K; hence ,the shorter wavelength cutoff must be chosen to
eliminate sunlight and the longer wavelength cutoff must be chosen to
eliminate background radiation from the earth. The low average earth
temperature is due to the fact that some of the infrared energy seen
outside the atmosphere comes from the cold upper layers of clouds
containing ice crystals. Further discussion of these topics is glven
in Sections 2.7 and 3.5.

In order to find the optimum spectral region the amount of energy
in a given spectral reglon must be known. The percentage of energy
below & given wavelength is found by integrating (2.1~ 1) from O to the
desired wavelength A\, and dividing by the total energy given by (2.1-2)
which glves
ahc cl an
"E, = 100

N J 45 <ec 2/ M > (2.5-1)

0 o' A

Since no explicit form yet exists for finite limits on this integral a
numerical integration is necessary. A computer evaluation of (2 5-1)
has been performed for some typical passive user temperatures and earth
background temperatures which might be encountered. Tables for the
evaluation of the black body radiation functions (2.1-1) and (2.5-1) are
also available [10]). . Computer programs are necessary to evaluate the
radiation functions for temperatures and wavelengths which are not
covered in the available tables. The results of these calculations are
given in Figs. 8 and 9. Figure 8 shows that & considerable amount of
signal energy lies between 2 and 8u. Figure 9 shows that a considerable
amount of the background rediation from the earth lies above 6.

Using Fig. 8 the amount of energy in some possible spectral regions
has been determined for the temperature range of interest and the results
are given in Pig. 10. The range which has been chosen for consideration
is the 2 to 6u range. BExtending the range down to lp will at most
increase the signal power by 6% but a considerable amount of the sun's
energy lies in the 1 to 2u region. Increasing the range to Ty will
increase the background noise from the earth by an average of 2.5 times
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and hence the SNR will decrease by a factor of 2.5. The only real test
of the opbtimulity of the spectral reglon chosen is to determine the

sl gnal-to-nolse ratio and find 1f any other reglon can significantly
tmprove the SNR without greatly reducing the recelved power.

2.6 Atmospheric Attenuation Due to Scattering (Infrared Region)

Previously, the effects of atmospheric attenuation weré neglected
since the aircraft was flying at a high altitude. In order to further
Justify the conclusion that the system being considered would not work
for users flying under a cloud cover one of the factors involved in
atmospheric attenuation will be examined. Atmospheric attenuation may
Dbe caused by selective absorpbtion by the molecules of the medium or
gscattering by the molecules and particles in the path. In this section
the effect of scatbering will be investigated.

For the infrared wavelengths being considered the type of scattering
that will be considered is Mie scattering (i.e. larger particle scattering).
The transmission factor, or ratio of received intensity to transmitted
intensity for a narrow beam expressed as a fraction or a percentage, is
given by (2.6-1) for a vertical atmospheric path from altitude R; to Ro

(11, p. 17].

-
r BT
T = exp‘ HmG(O) e - e (2.6-1)
L
where T = ratio of received intensity to source intensity (trans-
mission factor)
H = 1.2 km = Mie scale factor from empirical data

o(0) = Mie scattering coefficient for the wavelength being
considered at sea level

= upper altitude in km
R = lower altitude in km.

The two exponentials result from the fact that the intensity ratio
decreases exponentially with distance and the scattering coefficients
decrease as the atmospheric pressure which also decreases exponentially.
Although most data available on the scattering coefficient are for the
visible region [12] it can be estimated that the scattering coefficient
for 2 to 6p is equal to approximately one-fifth of the visible region
scattering coefficient [13, pp. 32-33]. IHguation (2.6-1) has been
evaluated for several different path lengths of interest and the results
have been plotted in Pig. 11 with the various meteorological conditions
specified in terms of the scattering coefficient.(see Table 3).

The result given by (2.6-1) is valid provided the attenuation due
to scattering is much greater than the attenvation due to absorption.
If, at a particular wavelength, both attenuation due to scattering and
attenuation due to absorption occur, then the total overall transmission

- P8 -




Clouds

NG COEFFICIENT
o
(9]

o SCAT;%RI

Haoze

05~

0.2—

O.{p—

= Clear

FIGURE Il ATMOSPHERIC ATTENUATION DUE
TO SCATTERING.

% TRANSMISSION

8 10 20 30 40 50 60 70 80

51112408 03 WAL

@




factor will be much less than that indicated by (2.6-1). The results
given in Fig. 11 thus represent an optimistic calculation of the
attenuation under the assumption the atmospheric absorption is negligi-
ple, In the region 2 to 6u the assumption of negligible absorption is
valid in the so-called "abmospheric windows" which are 2.0-2.h4p,

3.4-4.1y and 4.6-5.1p. In these regions the absorption normally results
in an average transmission factor greater than 0.60 while outside these
regions the transmission factor is often below 0.0l [13]. The assumption
of negligible atmospheric absorption is valid even outside the atmospheric
windows in the case of relatively low scattering coefficients, l.e., in
fair weather. The reason for this is that water vapor and droplets,
carbon dioxide, and ozone are responsible for the major part of atmos-
pheric absorption while the most common atmospheric gases, oxygen and
nitrogen, have very weak absorption bands in the infrared [6, p. L43].

Note that the scattering coefficient is assumed to be "constant"
along a path length except for its variation with altitude, i.e.,
the meteorological conditions are the same along the path. Actually
this cannot be true since clouds will only occupy a very small fraction
of the path length. The conclusion drawn from Iig, 11 is that atmospheric
attenuation due to scattering occurs primarily in the lowest altitude
portion of the path travelled. For users on the ground most
attenuation would occur in the first 500 m and for planes above 7.5 km,
the attenuation due to scattering is entirely negligible. The average
user altitude must therefore be as high as possible to insure the
feasibility of an optical navigation system. Additional information on
scattering and attenuation is given in Section 3.3.

2.7 Analysis of the Signal-to-Noise Ratio in the Passive Case

In order to draw a final conclusion oh the feasibility of an optical
navigation system with passive users it is necessary to evaluate the
signal-to~-nolse ratio at the satellite to determine the probability of
detection. Tor the purposes of this calculation only the background
radiatlion from the esrth will be considered.

. To evaluate the irradiance at the satellite due to the earth's
infrared emission; the following equation will be used [8, p. 12; 61,
pp. 27-30;]3% ‘ '

H= lﬂ% cos O _ (2.7-1)
r

where = irradiance in W/m2
= power emitted by a black body
= area of the black body

@ > o=
1

= complement of the elevation angle
r = distance from A to the detector

If the source area A is not ‘plane then an integral form of (2.7-1) must
be used: ' : g :
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H'=-f J ;§§ cos 6dA (2.7-2)
A

where A is the surface area of the earth which is seen in the image focused
on the TV camera. In order to evaluate (2.7-2) a numerical integration

was performed (see Appendix C) for an area A specified by the great circle
distance covered in the image. The numerical integration was performed
over a circular area and since the area, and hence the radiant emittance,
is approximately equal to the square of the great circle distance covered
the results should appear as a stralght line when plotted on log-log

graph paper.

The numerical integration required determining the distance to the
user and the elevation angle in terms of the synchronous altitude, earth
radius and great circle distance shown in Fig. 12. Using the geometrical
relationships, the following results are obtained:

L2 da 2 an|]Me
r= v~ +2rr [1-cos=|+2r "[1-cos (2.7-3)
e e
r sin —

6 = tan™ T _— + éé k : (2.7-4)

) dA ,
_ rs + r [1 = cos == e )
e
where © = complement of the elevation angle

r = distance from the satellite to the elemental area dA
dA = GCD = great clrcle distance
r, = radius of the earth
r = synchronous satellite altitude.

Using these relationships, eq. (2.7-2) was evaluated numerically for
incremental areas of 100 sq. km for circular regions having a given
diameter (great circle distance). The results are plotted in Fig. 13.
Note that the background noilse power density is directly proportional to
the square of the great circle distance up to a distance of about 7000 km
where the cosine factor and distance increase have more of an effect.

In order to check the validity of the numerical integﬁation (2.7~1) will
be evaluated for a plane area having a diameter of 10" km. Since the
cosine factor and distance increase will be neglected the resulting
background noise power density should be somewhat larger than that
predicted by Pig. 13.

g = A aTL‘A _5.673 X 10~ (250) n(lo)
2 -

5 = = 4,09 W/m2 (2.7-5)
T o 71(3.6 X 10 ) b

The result of (2.7-5) is about 28% higher than the value found in Fig. 13.
For a great circle distance of 10% km which justifies the results of the
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numerical evaluation.

The earth was assumed to be a black body at QSOQK for these calcula-
tions [3, p. 794). This temperature may seem somewhat low but it
represents the average temperature of the entire surface of the earth.
While 95% of the outgoing infrared radiation comes from the ground
[14, p. 32] the presence of large cloud banks will lower the average
observed temperature because the upper layers of clouds often consist
of ice crystals which can have an equivalent black body temperature as
low as 190°K [14, p. 17]. For a given area a significant variation
between the average earth temperature and the observed temperature can
occur due to the temperature variation on the earth. For example, the
highest and lowest temperatures likely to be encountered on earth are
about -140°F gnd 140°F corresponding to the temperatures reported in
Antarctica and the Sahara Desert. These temperatures correspond to
l93°K and 333°K,respectively,which means that a satellite that observed
the whole earth and had sufficient resolution could reasonably be
expgcted to observe variations in the equivalent earth temperature of
1409,

The straight line relationship between the background power and the
diameter of the observed region is important in determining the
distribution of the background power over the area of the received image.
Consider the situation described in Fig. 14 where two different images
are Tormed on the image plane. Since the received power is proportionsal
to the area of the observed region, the power density incident on the
image area for the first observed area is the same as that for the
second provided the observed regions are not over 7000 km in diameter.
The fact that the background noise power incident on the image plane
is uniformly distributed over the image is useful in determining the
signal-to-noise ratio. Figure 1li4 also illustrates why the background
pover ‘is dependent on the size of the observed region. While the total
power incident on the objective lens is constant the construction of
the lens determines what fraction of the total power received is
actually focused on the active image area.

Using (2.2-3) and (2.2-U4) the total received signal power is given
by (neglecting atmospheric attenuation)

-16 &2

P, = 6.08 X 10 J(T) (2.7-6)

vhere Pr = recelved signal power in W on an image element
d = dlameter of the objective in m
J(T) = radiant intensity in W/sr (see (2.1-7) or (2.1-8)).

Since the received signal will be filtered to improve the signal-to-noise
ratio, eg. (2.7-6) must be modified by the fractional amount of the
received energy in the spectral region chosen, pS(T),which can be found
from Fig. 10 for the desired temperature and spectral region. Eguation
(2.7-6) becomes
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P, = 6.08 X 10':L6 pS(T) &2 J(T) - (2.7-7)
or ) ,
P, = pS(T) P (2.7-8)

where P.' is the received signal power given in Fig. 2,

The total background power Iin the entire image can be found by
multiplylng the area of the objective lens by the background noise power
density, NGCD’ given in Fig. 13.

J(d2
1 7.
PN = - N b (2.{ 9)

If the system is designed so that the television line limit resolution
is less than the optical resolution limit, then the energy of the user
image in the diffraction limited system will be focused on an
individually resolvable element,. Assuming that the vertical and
horizontal resolution is the same, then the average total noise power
on each resolvable image element is

P!
_ N ox ,dy2
Py = 2 =1 (N) Noop (2.7-10)

where P

Il

average total background power on each individually
resolvable image element

= number of TV lines
= objective diameter in m

NGCD = background noise power density for the image of the
earth consisting of a circle with diameter GCD.

The justification for dividing the background power equally among all the
image elements is that the background power 1s found to be directly
proportional to the observed area and thus is constant over the entire
image since the effective area seen by each element is the same. While
the actual area represented by each individual image element increases
because of the GDOP factor the effective infrared producing area

remains the same as shown by Fig. 13.

The total background noise power will consist of & continuous
average background level plus variations due to parts of the image
having different equivalent temperatures which may be due to changing
cloud formations, ocean currents or weather conditions on the ground.
In calculating the signal-to-noise ratio only the changing portion of
the total background power will be used which is similar to filtering
out the dc component from a time-varying waveform. As the image is
scanned there will be time variations, due to changing westher
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conditlons, and spaclal varlatlions due to different types of backgrounds,
but both changes manifest themselves as changes in the effective
temperature of the background. In order for a binary detectlon system to
work effectively it will be necessary for the received signal to produce

a response in the camera tube which is significantly greater in magnitude
than the peak variation which can be expected in the background temperature.

In order to accurately calculate the magnitude of the received back-
ground power it is necessary to know the average emissivity of the region
being observed. The problem of calculating the infrared energy emitted
by the earth is essentially a small portion of the heat balance problem
which is concerned with the heat exchange between the earth and its
atmosphere,. the sun and the surrounding space. A reliable computation
of the heat balance problem has not yet been made [15] and part of this
problem ig due to a lack of accurate knowledge of the average emissivity
of large areas. The large area occupled by the seas make the emissivity
of water one of the prime factors to be considered in estimating the
sverage emlosivity of the earth. Since the emissivity of water is on
the order of 0.97 [3, p. 167], the assumption will be made that the
earth can be considered as an ldeal black body with an emissivity of
1.0. The average emlssivity of sand and vegetation ls between 0.75 and
0.95 in the 3 to 5u region [3, p. 75].

In order to calculate the signal-to-nolse ratio it will be necessary
to determine the range of effective background temperatures which may be
encountered. The maximum range was calculated previously as on the order
of 140° but this is not likely to be encountered in actual operation since
it is unlikely the two extremes would occur simultaneously. Two effective
background temperature ranges will be considered in this report. The
first temperature range is 250°K to 280°K which corresponds to the
temperature range that could be expected over an area with relatively
mild weather and few very high cloud formations. The second temperature
range is 200°%K to 280°%K which corresponds to the temperature range that
could be expected over a reglon with a severe storm. Note that these
temperature ranges are much less than the maximum temperature range
that could be expected. In order to illustrate the type of data that
could be expected from an Infrared camers an example of the infrared
data obtained from the Nimbus I weather satellite is glven in Fig. 15.

300K ——— ' —0
290K — W’WW —2
280%@————-————-}%{' | 2 _
270K — Height
260K e (km)
250K — —8 i
240K ———’ j _—
730K | I " — 12
220KZ 0= =4

FPigure 15 BACKGROUND TEMPERATURES OBTAINED BY
THE INFRARED RADIOMETER IN NIMBUS I [1k4, p. 62)
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The data presented in Fig. 15 was obtained by Nimbus I while
passing over Hurricane Gladys on September 18, 1964. It represents
the effective background temperature estimated from the infrared energy
in the region 3.5 to L4.lp which was measured by a scanning radiometer
with a lead selenide photoconductive cell. The trace represents a region
5 km wide and 2500 km long. The height scale represents the height of
the cloud formation which has the corresponding temperature and was
obtained from radiosonde measurements. The region on the left of the
trace, with a temperature variation of about 15°, represents relatively
mild weather compared to the center of the storm. Note that the
temperature measuring process is an averaging process which gives the
average effectlve background temperature over the resolvable image area.
The assumption of a 30° range of temperature in mild weather is not '
contradicted by the measured 15° change since the resolution in the
navigation system would be better than 5 km. High resolution systems
will have higher temperature variations because of the fact that low
regolution systems tend to smooth out the large vurlations which would
be observed by high resolution systems. The data presented in Fig. 15
may be cohsldered as representative of one raster line of the output
of an infrared sensitive camera tube with a ground resolution of 5 km.

The effective value of the background noise will be taken to be the
difference between the received power at the highest and lowest
temperatures. In order to determine the background noise power density
at different temperatures, the results given in Fig. 13 must be modified
as in (2.7-11) '

, b
. TD
NGCD(T) = NGCD(zbo) ("5‘6) (2.7-11)
where NGCD(T) = background noise power density for an effective
background temperature of TOK
NGCD(eso) = value obtained from Fig. 13
TD = desired effective background temperature.

The variational background noise power on each resolvable image element
for the two temperature ranges belng considered is:

;L2 - b
xd” [ 280 -
Py =% %, Yeep |EQN(QBO) \§'5'5> - pN(25O)] (2.7-12a)

for AT = 30°

\2 N \)‘"-
d’ {08 2 \
Py = ,}(—ﬁ Neep | Py(280) \559-> - py(200) <§%—8/: | (2.7-12Dp)

for AT = 80°
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where P = variational noise power per resolvable image element
in W '
= obJjectlve diameter in m

= number of TV lines

NGCD = nolse background power density for a black body at
‘ 250°K obtained from Fig. 13
pN(T) = fractional amount of power in the chosen spectral region

at temperature T (determined from Fig. 9).

The signal-to-noise ratio can then be determined by dividing the received
power P, (2.7-7) by the variational noise power Py (2.7-12) which yields:

7.75 x 1076 p_(2)rPa(r)

NeoplL-75 #(280) = 9, (250]] for AT = 30 (2.7-13a)

SNR =

7.75 x 107 o_(2)Pa(r)

SNR =
NGCD[1.75 pN(280) - 0,41 pN(EOO)j

for AT = 80° (2.7-13b)

where the coefficients p nust be evaluated for the spectral region and
source temperature, T, under considerstion. Originally the region of
2-6p was chosen as belng the region with the highest probable signal-to-
noise ratio but evaluation of (2.7-13) will yield an eguation of the
form:

NE

Neep

SNR = k (2.7-1%)

and the spectral region which yields the largest value of k will give
the best results. The constant k is defined by:

6

7.75 x 107 p_(1)a(T) ] ,
k=1 p(280) - p,(250) for AT = 30 (2.7-15a)
7.75 x 10710 p, (1)3(T) ]
for AT = 80 (2.7-15b)

-1 py (280) = 0.1 p (200)

and has been evaluated for the desired spectral regions with the results
glven in Table 1,
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Table 1

Values of k for Evaluation of SNR

| PN o) _qn0 Source : Spectral
k(AT = 307) k(AT = 807) Temperature °K Region
3.5 x 107 2.4 x 107 600 D o

_ 1a=10 i -10 ( K
L.6 X 10 3.4 x 10 1000 |
7.2 x 107 5.6 x 107M 600 R 25,
1.2 x 1077 8.6 x 1070 1000 S
2.6 x 1071° 2.2 x 1070 600 oo,
5.9 x 1077 5.0 x 1077 1000

Table 2

Conversion Factors to find SNR From Normalized SNR

in 2-ly Region

; PN <) v fam QR0 Source Spectral
Cor C'(AT = 307) C or C'(AT = B0) Temperature “K Region
= - |
C = 0,135 C = 0.092 600 f2"6H
c* = 0.08 C* = 0.058 1000 b
C = 0.26 C = 0.216 600 [
; 2=DH
C' = 0.20 C' = 0.145 1000 .
=1 C = 0.85 600 ﬁz-uu
ct =1 C' = 0.85 1000 i

Multiply SNR in Fig. 16 by C or C' to find SNR.
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The 2-Up region has the highest k value and hence will have the
highest signal-to-noise ratio,which indicates that the decrease in signal
strength obtained by using a narrow spectral region is much less than the
noise power decrease. It should not be assumed that these results
definitely indicate the use of & narrow spectral region. Further
investigation of the effects of solar energy must be considered at the
shorter wavelengths. It is known, for example, that in the 2-2.5u region
the energy present under certaln circumstances is much greater than that
indicated by a 270°K black body [6, p. 118]. It has also been assumed
that filters are available which provide perfect bandpass action for the
desired spectral region,but all practical filters will transmit some
energy in the stopband. While the transmission factor for energy in the
stopband may be lower than 0.01%, it still must be considered (see
Section 3.6.2). '

Since the effect of a more exact analysis including solar energy
can only decrease the signal-to-noise ratio the results obtained must
be considered as optimistic. One source reports an effective atmospheric
temperature variation of 200°K to 300°K and while this may occur only
over the whole surface of the earth the assumption of a 30° or 80° range
is optimistic [6, p. 103]. In addition the received signal will be
modified by the spectral characteristics of the detector which may also
reduce the signal-to-noise ratio. FEquation (2.7-13) has been plotted
in Pig. 16 for the constants given in Table 1 for the 2-4p region and to
obtain the signal-to-noise ratio for other cases the conversion constants
of Table 2 can be used. The C constants are used to convert the lines
associated with a source temperature of 600°K while the C' constants are
used with the 1000°K gource temperature.

It should be emphasized that the. signal-to-noise ratio just
calculated is for the power incident on the objective lens or reflector
and assuming ideal filtering. It is not the signal-to-noise ratio at
the input to the binary detector which would be the output signal of the
infrared detector. The actual signal on which the binary detector would
operate would have a lower signal-to-noise ratio because of the noise
introduced by the detector itself. The prime sources of the additional
noise that would deteriorate the signal are thermal noise, dark current
noise, shot noise and 1/f or flicker noise, all of which could be present
at the same time, In addition, the quantum efficiency of all detectors
is spectrally dependent and considering the present state of the art in
infrared television cameras, the quantum efficiency would probably be
greater at the lower end of the spectral region, i.e., 2u, which would
increase the effect of reflected sunlight and decrease the signal-to-
noise ratio.

Some explanation of the results expressed in Fig. 16 1s necessary.
Note that it is necessary for (2.3-8) to be satisfied in order Efor the
results to be valid. Consider the smallest resolvable image element :
what 1s the source of the energy on the element? The energy from & point
scurce, the plane if any, and the background energy from the area of the
eaxrth corresponding to the smallest resolvable area will fall on top of
each other because of the resolution limit. Even though the source and
background temperatures are quite different the background energy may
be much greater than the source energy if the resolvable area is large.

- 41 -




N.B. Equation (2.3-8) must be satisfied

AT :=30°

102

SNR

1072

103 W IO T T T A B

18106 (MAXIMUM OBSERVABLE)

200 1000

Great Circle Distance (km)

FIGURE 16 SIGNAL-TO-NOISE RATIO

o

Toky 2%|0%



The consequences of the restriction provided by (2.3e8) are nov evident:
in order to cover a large area a very large objective is needed to ensure
that the background energy from the smallest resolvable area is small.

The size of the objective is limited by practical considerations and

hence either the useful area of coverage will be very small or the signal-
to~noise ratio for the size of the area desired may be so low as to make
the system useless. '

The results expressed in Fig. 16 were derived under the assumption
that the optical image resolution was better than the television camers
limited resolution-- the restriction of (2.3-8). In order for the results
of Fig. 16 to be valid the actual objective lens size would have to
be somewhat greater than that indicated by (2.3-8) in order to compensate
for a loss 1in resolution due to imperfect optical components and television
camera performance. Aberrations or distortion in the objective lens and
non-uniformity in the quantum efficiency of the photosensitivity surface
used as the detector wlll cause certain image elements to respond differently,
which in turn will decrease the signal-to-noise ratio. Since Fig. 16
represents the response of a perfect optical system a real system would
have & somewhat poorer response., The size restrictign on the objective
lens (2.3-8) is noted in Fig. 16 for the case N = 10" lines.

For example, consider the system which has been postulated with
10% lines, 8° FOV and a 1 m objective. An 8% FOV corresponds approximately
to a great cilrcle distance of about 5000 km and since the above para-
meters almost satisfy the equality in (2.3-8) they represent about the
best that can be done with a 1 m objective. From Pig. 16 the SNR ranges
between 3.5 X 1072 and 0.5 which is hardly sufficient to allow an
accurate binary decision to be made. The values given in Fig. 16 are
very optimistic and apply only to the actusl image and not the signal
recelved by the binary detector.

The results of this section can be summarized in the following
manner. The size of the objective lens determines the size of the area
which 1s represented by the minimum resolvable image element. A binary
detection system operating on each resolvable image element would not
work because 1t 1s not possible to reliably distinguish between an
image element with & user present and one wlth a user absent for feasible
objective lens sizes. The difference between the user present image
element and the user absent image element cannot be distinguished from
the difference which could be expected to occur naturally from the
background temperature differences between the resolvable areas.

2.6 Conclusions on a Passive Optical Navigation System

The present and potential feasibility of an optical navigation
satellite system for passive users can be evaluated from the resulis
presented in Fig. 16, In order to reduce the bandwidth and power
requirements a simple binary detection scheme was chosen; however, in order
for such a system to operate the signal-to-nolse ratio must be very
high (>> 1) in order to have a high probability of detection. From
Fig. 16 it is concluded that for a practical siie objective lens (1 m)
and a reasonable number of television lines (10%) the area that could
be covered effectively (high SNR) is very small (a circular area with
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diameter of a few hundred km)., In order to increase the area covered,a
larger objective lens is needed to overcome the diffraction limit and will
also require a higher resolution television camera.

If it becomes possible to construct large diameter (> 10 m)
reflectors in space at synchronous altitudes, the objective could be a
lens or a reflector; a reevaluation of the concept would then be
necessary. Of course, the structure would have to be very rigid both
structurally and thermally.in order to obtain a high quality optical
image and camers tubes with resolution in excess of 2 X lOlL lines would
be needed. For the present it is concluded that passive optical tech-
niques for navigatlon satellites do not allow coverage of sufficient
area to warrant thelr use. Remember also that 1t was assumed that the
englne structure was "visible" to the satellite and if the engines are
mounted below the wings passive detection would be impossible.

So far nothing has been said about the detector that would be
necessary, except for the resolution, and this may prove to be a major
problem. Since no photoemissive surface has been developed which has a
usable quantum efficiency beyond 1.25u [8, p. 108; 16, p. 1467, this
eliminates the use of devices such as image intensifiers and image
orthicons which use photoemission as the principle of operation. The
high resolution television camera (vidicon) which is available has a
response to only 0.8y [17,p.l4k]) and is totally useless in the infrared region,
but since photoconduction is the basis of operation extended spectral
response 1s possible using other materials. Some work has been done on
developing infrared television cameras [18-227, using photocondiuction as
the basis of operation, with some response in the desired spectral region
(E—hp), but development of & sufficiently sensitive version with adequate
resolution will require & substantial development program. Other devices
which might prove useful in the future are mosaic detectors which consist
of smull infrared detectors in a square array but it is doubtful that
sufficient resolution could be obtained (arrays 200 X 200 are being
developed [23]). Most of the present "high resolution" infrared
plctures obtained from space are obtained using mechanically scanned
infrared .photocells but to obtain the resolution required over a large
area is out of the question because of the long length of time required
to scan large areas.

It is concluded that optical techniques with passive users do
not represent a feasible solution to the navigation problem for large
areas. The low signal-to~noise ratio and the lack of suitable detectors
represent major problems and while the signal-to-noise ratio might be
improved by using non-synchronous satellites in low orbits, the lack of a
suitagle detector eliminates this possibility. Small area coverage
(< 10" km?) might be possible since the signal-to-noise ratio is much
larger but again a suitable detector is not available.

While the capability of constructing large diameter reflectors at
synchronous altitude can be considered as an expected outgrowth of
increased space capabllity the same is not true of high resolution infra-
red television cameras. The predominant need for television camera tubes
sensitive in the near infrared has always been the desire of the military
for night vision devices. There are two practical ways to construct
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night viglon devices. One is to use photoemissive surfaces and phosphors
cagcaded in an image intensifier conflguration; bhis method unes

1lght in tho vinible reglon and ncur infrored up to L.lp. The other io
to use photoconductors which are sensltlve In the near infrared. It is
more desirable to use the near infrared region 1-2u because there is
greater illumination at night in that region than in the visible region.
The energy emitted by many stars:has a spectral distribution which peaks
between 1 and 2u and,in addition,a small amount of the moon's reflected
surilight is in this region [16, p. 34-35]. Because of the ability of
near infrared,radlation to penetrate clouds and fog better than energy
in the visible region and the fact that more enargy is available in the
near infrared the operation of the devices using the near infrared

is often much more rellable than devices operating in the visible
region. In the region above 2 a great deal of the energy present is
due to self-emission by the earth and the atmosphere,which makes this
region somewhat less attractive than the 1-2u region.

There is, at present, little incentive to develop television
camera tubes sensitive in the desired 2-4u region and practically no
incentive to develop high resolution camera tubes in this region. The
techniques which are used to increase the resolution in television
camera tubes for the visible region could probably be applied to tubes
which operate in the infrared, however. A need for camers tubes with
a responge in the 10u region will exist in connection with the increased
mapping of earth resources by satellite. The black body radiation of
the earth peaks in the 10-12 reglon and thus the peak radiation of the
earthis features would also be in this region. The mechanically
scanned :photocells currently available for the longer wavelength region
use photoconductive alloys or compounds of lead or indium for the 2-64
region and germanium for the 5-60u region. The need for remote sensing
devices operating on the longer infrared wavelengths in the fields of
earth resources and geologlcal survey is likely to stimulate interest
in developing far infrared television cameras but the order of magnitude
increase necessary in the maximum useable wavelength is not likely to be
achieved in the near future.

The future potential of optical navigation techniques for use with
passive users depends almost entirely on the development of high resolu-
tion infrared sensitive television cameras and this is not likely in
the near future.

The negative concluslon reached on the feasibility of a passive
infrared navigation system 1ls supported by & recent calculatlion which
gave 120 ki apg the maximum reliable detection range for a Boeing TOT
(61, p. 450]. The conditions under which these calculations were made
are similar to the condltions that would be encountered in a navigation
system.
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3.0 AN ANALYSIS OF OPTICAL TECHNIQUES FOR SYNCHRONOUS NAVIGATION
SATELLITES WITH ACTIVE USERS

The detection of passive users was shown to require objective lenses
of impractical size. Also, the spectral region of maximum signal energy
was not compatible with presently available detectors. The problem
will now be modified by providing each user with a source of optical
energy. In the case of an active user the source and detector can be
chosen so that the spectral characteristics of the source match those
of the detector. The feasibility of an active optical navigation system
will be analyzed by finding a compatible source-detector combination and
determining if the state-of-the-art of the devices involved is sufficient
to ensure a reliable system.

3.1 Basic System Considerations

The type of navigation system that will be analyzed for the active
case will be essentially the same as that proposed for the passive case.
A synchronous satellite will observe a portion of the earth with a tele-
vision camera which will detect the optical signals transmitted by the
users. In order to reduce the power, bandwidth and equipment complexity
of the system,a binary declsion will be made on each resolvable image
element as to the presence or absence of a user. The image coordinates
of the user detected and several ground-based reference stations will
then be used to compute the position of the user. The altitude of the
user must be known in order to accurately calculate the user's position
so if the calculation is done by eqguipment on the satellite, the user
will have to correct the calculated position. If the field-of-view is
small and the resolution is not very finme, it may be unnecessary to
correct for the altitude of the user.

As in Section 2, the objective of this analysis will be to show
various interrelationships among system parameters and to assume
representative values of these parameters to determine the feasibility
of the system. It should be noted that the results of this analysis
will be inherently more dependent on the avallable technology than in
the previous section. The feasibility will depend directly on the
maximum capabilities of high power light sources and on the sensitivity
and resolution of the camera tubes available. With the large amount
of clasgsified research being carried on for night vision devices, it
is reasonzble to expect that the typlcal system chosen to determine the
feasibility may well be two to three years behind the current technology
in ultra-sensitive television cameras.

3.2 A Comparison of the Active and Passive Cases

The active user case has certain inherent advantages and disadvant-
ages compared to the passive user case. A comparison of the two cases
will be made to determine what portion of the calculations made in
Section 2 can be used or modified for use in the active case.

An active system provides many advantages over a passive system

which will increase the feasibility of such a system. One of the
advantages 1s that 1f a higher signal-to-noise ratio is needed, it may
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be obtained simply by increasing the power of the source whereas in the
passive case there was not much that could be done to increase the
signal-to-noise ratlo. Bince some of the high-power light sources
currently available produce visible energy, there are a number of
detectors available with sufficient spectral response to allow the use
of commercially avallable camera Ttubes. In the active case a spectral
region can be chosen which will minimize the effect of background noise
provided sultable sources and detectors are available for this region.

Other advantages in the active case will arise predominantly from
the use of shorter wavelengths (0.3 to 2.0u) as compared to wavelengths
used in the passive case (2.0 to 6.0u). As shown in Section 2.3.1 the
image resolution is proportional to the wavelength of the source
producing the image so the use of shorter wavelengths will yield a
better image resolution. In addition,for equal ground resolution the
shorter wavelengths will require smaller objective lenses than the
longer wavelengths. The spectral region chosen for the passive case
would have required that special material be used to construct the
objective lens whercecas for the active case ordinary optical glasses
and/or reflective comtings cen be used. The use of an active source
will allow an increased variety of users to make use of the system if
1t proves feasible.

In addition to these advantages there are also several disadvantages
agssociated with the active case. The presence of a source will increase
the cost of the user's equipment. While the use of a shorter wavelength
will place less restrictions on the type of material used for the optical
components the shorter wavelength will mean higher tolerances in order to
obtain optically perfect components. A shorter wavelength will mean that
sunlight will become the predominant source of background noise. A
system which requires active users has the disadvantage that the presence
of non=-cooperating users will not be detected. The signal power needed
for detection may require very high power sources with very narrow
beamwidths, such as & laser, which may prove to be & safety hazard should
a pilot -be observing a user at a lower altitude. The chances of such
an accident seem to be almost negliglble but nevertheless 1t is a
possibility.

While the calculated results of Section 2 may not be very useful
in the active case, many of the methods of calculation will be quite
similar and only the wavelength of the source will have to be changed
to correct the results. The GDOP factor, Fig. 3, will play the same
role in modifying the results of the calculations which will be made at
the subsatellite point. The total system resolution can be calculated
exactly the same way as it was in Section 2.3, It is gquite probable
that the diffraction limitation will be so small compared to the tele-
vislon camera resolution that 1t can be neglected except f'or systems
with very small objective lenses. The recelved signal can be calculated
in the same manner as that given in Sectlon 2.2 once the radiant intensity,
J, is found for the sources and spectral region being considered. The
results of Section 2.4 on the required image exposure time hold for the
active case as well as the pagsive case.
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Since the spectral region used for the active case will probably
be in the visible region,which ks much shorter wavelengths,the predominant
source of background energy will be reflected sunlight. The calculation
of the background energy will be quite different since the source is
different. A greater consideration will have to be given to the
propagation of the signal and background energy since the shorter wave-
lengths are more easily scattered by particles in the transmission path.
The results given in Section 2.6 will still apply, but the correlation
between the scattering coefficient and weather conditions, Fig. 11, will
change with the scattering coefficlent increasing at the shorter wave-
lengths for a given weather condition.

The analysis of the active cuse willl be done in & manner similar to
that of the passive case. An analysis of the sighal-to-noise ratio
will be performed under idealized conditions to determine if the binary
detection system will operate reliably. The problem of the acquisition
of the satellite by the user will also be considered since the fact that
the .user can be detected is not sufficlent to ensure a feasible system.

3.3 Atmospheric Attenuation (Visible Region)

The problem of atmospheric attenuvation due to scattering was
discussed in Section 2.6 for the spectral region in which the passive
user's signal was located. For the situation where the user has an
active source, the problem of atmospheric attenuation will have to be
reconsidered for two reasons. The use of an active source may reduce
the problem of atmospheric attenuation to simply increasing the source
pover., Also, the shorter wavelength radiation which will be used
changes the type of scattering process that will be encountered.

Aircraft which are capable of operating above most weather
formations will not encounter the problem of atmospheric attenuation
to any significant extent. The signal receilved from low altitude
aircraft and ships may be attenuated several orders of magnitude if
the user moves under a large cloud formation. It 1s reasonable to
expect that the amount of tilme a particular user could make use of an
optical navigation system will be proportional to the percentage of
cloud cover at the average altitude of the user., Detailed informa-
tion is available on the amount of cloud cover that can be expected
above various altitudes for each month of the year [3, pp. 118-140;
27; 287. At ground level the mean cloudiness in percentage of sky
cover above the North Atlantic averages about 50% while 90% of the
clouds will be below 9.8 km (32,000 ft ) and 99% will be below 11l.5 km
(36,000 £t ) [3, pp. 118-122]. Since most atmospheric absorption
of optical energy is due to water vapor the conclusion that
only low altitude users will be subject to attenuation problems is
strengthened by the fact that "More than 90 per cent of the water vapor
lies in the atmosphere below 15,000 to 20,000 ft , ..." [13, p. 35].

In view of the restricted use low altitude users could make
of optical navigation systems, 1t would be necessary to equip them with
two navigation systems to ensure reliable operation in poor weather.
Only a detailed analysis of the costs involved could determine if it is
economically feasible to equip low altitude users with both an optical
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and a standard radio navigatlon system. The expense of two navigation
gystems mlght be Justified Lf much higher accurncy could be obtained
from the optical navigation system in which cuse the roadio navigatiion
system would be used as & back-up system. The deterioration of perfor-
mance of an opbtical navigation system in bad weather will be drastic
and the system will either work well or not at all. The optical system
will not have a gradual reduction in position accuracy which might be
expected of radio navigation systems as propagation conditions become
worse.,

The results of Section 2.6 must be modified because a different
type of scattering mechanism becomes important at wavelengths in the
visible region and near infrared. The same formulas apply;however,the
weather conditions associated with a given value of the scattering
coefficient change. The predominant form of scattering in the 2-10u
region is Mie scattering or larger particle scattering and the
scattering coefficient is constant in this region as far as practical
results are concerned. In the visible and near infrared region the
type of scattering changes from Mie scattering to Rayleigh scattering
which is highly wavelength dependent.

Under certain restrictions on the type of scattering particle the
Reyleigh scattering coefficient is given by [3, p. 205]:

h

g

op(h, A) = 0.(0) e (3.3-1)
65(0) = ﬁgi#f (3.3-2)
where GR(h, A) = Rayleigh scattering coefficient as a function of

wavelength and altitude per cm-1

GR(O)‘ = scattering coefficient at sea level

h = altitude in km

Hp = 8,0 km = atmospheric scale factor for Rayleigh
scattering

A = wavelength in cm

N = average number of particles per cm3

A = average crosa-sgctional area of the scattering

particles in cm”.

The Rayleigh scattering coefficient is inversely proportional to the
fourth power of the wavelength and dominates over the Mie scattering
coefficient at short wavelengths, Mie scattering theory is applied in
cases where the particle size ig comparable to or larger than the
radiation wavelength and Rayleigh scattering theory applies when the
radiation wavelength is much larger than the particle size.
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The nature of the scattering process is dependent on the particle
composition of the atmosphere through which the radiation travels. The
particle composition of the earth's atmosphere is such that the Mie
and Rayleigh scattering coefficients are equal somewhere in the range
1 to 2u. Particles the size of the molecules of the atmosphere give
rise to Rayleigh scattering while particles 1like dust and water droplets
in fog give rise to Mie scattering. In the visible region in fair weather
it is reasonable to assume that all the scattering is Rayleigh scattering.
However, in poor weather, light in the visible region is subject to both
Rayleigh and Mie scattering. The reason for this is tle change in the
size of the particles making up the atmosphere. In fair weather the
atmosphere 1is composed mainly of alr and water molecules which range
in radiugs from 10~y to O.lp [12] thus giving rise to Rayleigh scattering.
Hoze, fog and clouds on the other hand are composed of water droplets
which range in radius from O.3u to 30u [12] and give rise to Mie
scattering. Attenuation due to atmospheric absorption also increases
greatly as the water content of the atmosphere increases.

In order to calculate the attenuation due to scattering in the
visible region the data presented in Table 3 [11, p. 15] will be used.
Table 3 gives the total sea level scattering coefficients for various
meteorological conditions and for bad weather the scattering coefficients
for the visible region are generally four to five times greater than
the scattering coefficlents for the same weather condition in the
infrared given in Fig. 1ll. The results presented are experimentally
measured values and represent the average value of the scattering
coefficient for the weather condition given. Since the scattering
coefficients are averages for measurements made with visible light
the results probably represent the true value of the scattering
coefficient only in the middle of the visible region (~ 0.55u). For
low values of the scattering coefficient which correspond to fair
weather and Reyleigh scattering the true scattering coefficlent will
be higher than the value given for blue light and lower than the value
glven for red light. If it 1s assumed that the scattering coefficients
given represent the value at 0.55u then (3.3-2) could be used to find
the Rayleigh scattering at other wavelengths from the data given in
Table 3. .

To evaluate the results which would be obtained by using the data
of Table 3 in the equation for atmospheric transmission (2.6-1) it is
necessary to know how and why these experimental results were obtained.
In theory,to accurately calculate the scattering coefficient along a
given path it is necessary bo know the total composition of the atmosphere,
the size distribution of all the atmospheric components and the index
of refraction of each component all as & function of the position along
the given path. A statistical approach to the problem may provide some
simplification but the data required to perform such calculations is
not available. In order to obtain useful results it is therefore
necessary to use experimental data which is usually sufficient for a
first approximation.

Since 1t is not possible to separate the attenuation due to Rayleigh
scattering, Mie scattering and atmospheric absorption in experimental
measurements the scattering coefficient is & combination of all three.




Table 3

Scattering Coefficient for Various Meteorological Conditions

[1l, p. 15]
Scattering Meteorological
Coefficient : Condition
80 Dense fog
20 ‘ : Thick fog
8 ‘ Moderate fog
L Light fog and clouds
) v Thin fog or clouds
1 Haze
0.l : Iight haze
0.2 ' Clear
0,08 Very clear
0,014 Pure air

All three types of attenuation affect the transmission factor in an
exponential fashion, hence the experimentally determined scattering
coefficient may be represented as:

Op = Op + ooyt o, (3.3-3)

where Op = measured value of the scattering coefficient
og = Rayleigh scattering coefficlent
Oy = Mie scattering coefficient
gy = atmospheric absorption coefficient

The assumption of a trensmission factor which decreases exponentially
with distance for atmospheric absorption is valid in the atmospheric
windows and regions sufficiently far away from the extreme absorption
near the spectral lines of the atmospheric components.

The total scabtbtering coefficient is determined experimentally by

measuring the transmitted and received intensities of a narrow beam of
light which are related to the scattering coefficient by:

= = e (3.3-4)




or

(3.3-5)

where IR = recelved intensity
IT = transmitted intensity
R = path length
Op = total scattering coefficient.

Reliable experimental results will be obtained provided the weather
conditions along the path are reasonably constant and the spectral region
being used is relatively free from atmospheric absorption. Measurements
are normally made in the atmospheric windows where it is assumed that

Op << OR Or op << oM in fair weather and hence can be neglected. The
data is then interpolated to find the value of the scattering coefficient
in regilons vhere absorption occurs. Depending on the wavelength and

path conditions, the assumption is also made that the scatfering is
either entirely Rayleigh scattering or entirely Mie scattering.

Since the experimentally determined scattering coefficient op often
includes a significant contribution from atmospheric absorption,
especially at high values of op which correspond to water droplets along
the path, some authors prefer to call op the extinction coefficient.

The significance being that for low values of op the attenuation is due
primarily to scattering while for high values of op there is a significant
contribution from atmospheric absorption.

An example of the experimental results obtained is given in Fig. 17.
The flatness of the curves above 21 indicates the transition from
Rayleigh dominated scattering below 211 to Mie dominated scattering above
2u. The curves of wavelengths below lu are above the calculated values
for Rayleigh scattering in pure air because of additional scattering due
to the presence of water vapor and absorption which occurs to some
degree even in the atmospheric windows. The data points were taken at
wavelengths chosen to be as far away from the extreme absorption lines
as possible. »

Since the scattering coefficients given in Table 3 were obtained
from measurements in the visible region, it can be assumed that the
predominant form of attenuation was sttenuation due to Rayleigh scattering
at least for the lower values of the scattering coefficient, The trans-
mission factor or intensity ratlio is calculated for Rayleigh scattering
by using the data in Table 3 and the scale factor from (3.3-1) and then
using (2.6-1) with the applicable Rayleigh parameters. The atmospheric
scale factor, derived from empirical data, is a measure of the decrease
in particle density with altitude. A large scale Tactor means a slow
decrease in density and comparing the Rayleigh scale factor (8.0) with
the Mie scale factor (1.2) shows that significant Rayleigh scattering
occurs at higher altitudes than does Mie scattering. This result is
consistent with the fact that atmospheric gas molecules, which cause
Rayleigh scattering, are found at higher altitudes than the water droplets
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which cause Mie scattering.
Rayleigh scattering parameters arc glven in Table L,

The results of evaluating (2.6-1) with the
Note that (2.6~1)

agnumans o verticnl tranomivslon puth oand for uccrs not et the subsatellite
point the almospherlce attenuation would be gremter becunusd of the increaced
path lerngth in the atmosphere.

Table 4

Atmospheric Attenuation Due to Rayleigh Scattering

Transmission Factor IR/IT

Range Ground 7.5 km First First 1 km
to to 100 500 to
Orp Satellite Satellite Meters Meters 10 km
0.1 0.45 0.73 0.99 0.95 0.62
0.3 0.09 0.39 0.97 0.87 0.2k
0.7 3.7 X 1072 0.11 | 0.93 0.71 3.6 X 1072
1.0 3.h X 1o'LL b7 X 1072 0.90 0.62 8.5 x 1075
3.0 | 3.8x10M|8.3x1077 | o 0.23 6.1 x 1071
7.0 5.8 x 10727 | 3,0 x 107° | 0.50 3.4 x107° | 3.2 x10°P
10.0 1.8 x 10737 | 2.5 x 107 0.37 7.9 x 1073 | 2.0 x 1072¢
30.0 1.5 x 1007° | 5.1 x 1072} 1.8 x 1077 | 7.6 x 10703
70,0 9.5 x 10| 1.8 x 107

Since the type of scattering changes from Rayleigh to a mixture of

Rayleigh and Mie scattering in cases where there is a significant
concentration of water droplets(i.ec. cases where o 23.0), the results given

in Table 4 may not be correct.

The increased significance of atmospheric

gbsorption due to the presence of the water droplets may make the trans-

micsion factor even less than those given in Table L,

As in Section 2.6

these results were calculated assuming that the meteorologlcal conditions,
are constant (i.e. op 1s constant) along the entire path.Clouds which can give
high values of the scatbering coefficient can only occur up to altitudes

of about 50 km.

The justification for the assumption of a constant

scattering coefficient is found by comparing the transmission factors in

the first and fifth columns of Table u4.

The comparison shows that the

majority of the attenuation occurs in the first ten km.of the atmosphere
over which op can be constant without the need for any assumptions.

The results given in Table 4 indicate that it will not be

possible for ground-based ships or even low altitude planes to overcome
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the problem of atmospheric attenuatlon., Comparing the resulls in column
one of Table U4 shows that ground based users could expect a variation of
four orders of magnitude in the atmospheric attenuvation from clear days
(mr = 0.1) to days with haze (mr = 1.0). For low-altitude users to
overcome even Rayleigh scattering with no clouds present would require

a source power four orders of magnitude greater than that needed for high
altitude users. To overcome the atbttenuation introduced by the presence
of a moderately thick cloud bank (4-7 km) would probably require a

source power ten orders of magnitude or even more larger than the source
power required for the high altitude user. The relative size of the
power in one case compared to that in the other makes it apparent that

it will not always be possible to overcome the limitations imposed on low
altitude users by atmospheric attenuation by increasing the source power.

Since it does not appear to be possible to overcome atmospheric
attenuation in poor weather a more accurate analysis will be made of the
atbenuation which could be expected on clear days in order to glve
reliable operation when the system could be expected to overcome the
attenuation. The calculation of the optical properties of a standard
atmosphere has been done [29] using one of the several standard
atmospheres which have been developed [30, 317.

The standard atmosphere corresponds to & clear day with a visual
range of about 20 km, a relative humidity of about 55% and an extinction
coefficient on the order of 0.2 in the middle of the visual region
Cv 0.551). The model is valid on clear days with some clouds provided
the transmission path does not pass through the clouds. The total
extinction coefficient in this model was taken to be the sum of the
coefficients for Rayleigh scattering, aerosol (Mie) scattering and
ozone absorption. The ozone absorption coefficient . is very significant
at certain wavelengths in the visible region. The Rayleigh scattering
coefficients were computed using the atmospheric density values from
reference [30] and experimental measurements were used to find a
model Ffor the aerosol density. The resultant model for atmospheric
attenuation is a series of tables for 22 wavelengths from 0.27 to
L,0p in which the individual and total attenuation coefficients are
listed for 1 km increments in altitude from O to 50 km., In addition
the sums of the total attenuvation coefficients for all the 1 km
reglons above and below the given altitude are listed (denoted as the
optical thickness for hee and O-h) which allows calculation of the
transmission factor from the given altitude to infinity and ground
level to the given altitude,respectively.

Although the standard atmosphere data is applicable only for fair
weather, it gives reasonable results for the nominal atmospheric
attenuation under normal operating conditions. The properties of a
clear atmosphere are reasonably consistent so that systems which are
designed to overcome the attenuation predicted by the clear standard
atmosphere will normally operate in fair weather. The wide variations
encountered in the optical propertles of other weather formations,
especially clouds, make any attempt to predict & nominal value of
attenuation useless.




The transmission factor for vertical paths is related to the
optical thickness by :

-T
where T = transmission factor to the satellite
T = optical thickness for the desired altitude

and the attenuation above 50 km is assumed to be negligible compared

to that below 50 km. Since the transmission factor is not & function

of the angular resolution the GDOP factor cannot be used to find the
transmission factor for users not at the subsatellite point. Instead

of using the GDOP factor the optical thickness will be made proportional
to the length of the slant path through the atmosphere in which case

e—T/sin 6

T = (3.3-7)

where 8 is the elevation angle to the satellite..

The formula is accurate for elevation angles above 200 since the trans-
mission factor for elevatious below 20° is much too low and must be

calculated in a different manner. Using the tabulated values [32] for
the sum of the total attenuation coefficients, the transmission factor
for a vertical path from a given height to the satellite was calculated
for various wavelengths and the results are plotted in Figs. 18 and 19.

The results presented in Flg. 19 show that for wavelengths greater
than O.Up in a clear standard atmosphere at least 55% of the transmitted
energy will reach the satellite and from Fig. 18 over 91% of the trans-
mitted energy will reach the satellite for users above 10 km. The
increased effect of Rayleigh scattering at short wavelengths is readily
apparent but is also interesting to note that in a clear atmosphere the
use of the near infrared region as opposed to the visible region results
in an average increase in the transmission factor of about 30%o The
increase in the transmission factor is even less for high altitude users.
Using the value ¢ = 0.2 in (2.6-1) and using the Rayleigh atmospheric
scale factor gives a transmlission factor of 0.20 for A~ 0.55u which is
somevhat pessimistic compared to the value given in Fig. 19. The
discrepancy may be due to the fact that a more accurate distribution
for the atmospheric density was used to obtain the results in Fig. 19.

In view of the data presented, the following conclusion seems
reasonable, If the required source power is calculated neglecting
atmospheric attenuation, then the use of a source power an order of
mggnitude larger could reasocnably be expected to overcome any atmospheric
attenuation present when the system should be capable of operation. A
more exact analysis of the relationship between the source power and the
usefulness of the system would require a statistical analysis of the
amount of cloud cover, the thickness of the cloud bank, and the average
attenuation coefficient in the cloud.
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3.0 Image Resolution

A divcunsed proviously in Beceblon 2.3, Lhe resolving cupabli ity of
uny optical systom is limlted by the wavelength of the energy which forms
the image. Other limitations on the resolving power of an optical
system are due to imperfections in the optical components which are used
in the system., The methods used to analyze the image resolution in
the passive case can also be used in the active case by changing the
wavelengths under consideration. In the active case the wavelength of
the light used will be assumed to be in the visible or near infrared
region.

3.h.1 Resolution in Diffraction-Limited Systems

From Section 2.3.1 the diffraction-limited ground resolution is
given by (2.3-2): ’

2.4 r,

I‘g :'—T (3.)+—l)

where r = ground resolution

1
i

synchronous altitude

il

wavelength

o}
It

objective diameter.

The ground resolution r, represents the minimum ground separation
which will result in a pair of images which will be on adjacent scan
lines of the television camera output. An evaluation of (3.k-1) is
given in Fig. 20. for some typical parameter values that might be
encountered in the active case.

The results given in Fig. 20 indicate that in the active case the
‘ground resolution will average about five times better than in the
passive case for a given objective lens diameter. For example, in the
case of a l-m diameter objective, the ground resolution in the passive
case was 400 m while in the active case (and A~ 0.55u) the resolution
will be on the orxder of 60 m. As & result of the increased optical
resolution in the active-user system, the total system resolution will
be ecssentially that of the number of scan lines in the television camera
used. The use of an obJective lens which provides an image of much
greater resolution than the resolving power of the television camera
1s justified because of the ilncreased signal power that would be
available with a larger objective lens. Since the image Tresolution is
determined by the angular resolving power of the objective lens the
ground resolution given in Fig. 20 must be multiplied by the GDOP factor,
Fig. 3, for users which are not at the subsatellite point.

3.4.2 Television Camera Limitations on Resolution

The total angular resolubtion of the system can be no better than
that of the television camera Bt (2.3-5) which in turn can be no better
then the imsge resolution available B, (2.3-1). Equating the two
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resolution limits gives the point at which lncreasing the number of
television lines (or lens diameter) will not result in an increased
system resoclution provided the lens diameter (or number of television
lines) is constant. Hence,

FOV _ 2.h4h A
N S D (3.1#—2)
where OV = {icld-of-view in radiang
A = wuvelength in m
N = number of TV lines
D = objective lens diameter in m.,

Equation (3.4-2) is plotted in Fig. 21 for some typical parameter ranges
which might be encountered. (assuming the equality holds, i.e., Bt = Br)'

For a given number of TV lines Fig. 21 can be used to find the
minimum objective dlameter necessary to give the required resolution,or
for a given objective dlameter ,the maximum number of television lines
which can be used with the image formed can be found. Considering tﬂe
present state-of-the-art in high resolution television cameras (~ 10
lines) a l-m objective would provide more than sufficient resolution
for the camera tubes presently available. The resolution limit in the
active user case will thus be detemined by the number of television
lines available.

'he analysis used to derive the system resolution in this
section hus been based on geometrical consideration of the minimum
angular resolution. An analysis of this type is valid provided the
received image 1s of sufficient intensity. At low illumination levels
it is also necessary to find the quantum-limited resolving power of
the photoemigsive or photoconductive surface being used as a detector
[24, 25]. If the total received energy is very low, the resolution may
not be that predicted by Figs. 20 and 21, An analysis of the resolving
power of the detector surface will be made if a suitable detector and
source combination is found to determine if the resolution will be
reduced significantly below that predicted in Figs. 20 and 21.

3.4.3 Refractive Index Variation and Its Effect on Image Resolution

The changing index of refraction of the medium along the transmission
path will cause perturbations in the received signal which will cause
8 degradation of the image resolution. Random changes in the index of
refraction are caused by changes in the atmospheric density which in
turn are caused by atmospheric turbulence, thermal gradients and
changes in the atmospheric composition. Since the effects of refraction
generally increase at shorter wavelengths, it was considered necessary
to compare the relative magnitude of the resolution limit due to-
refractive index changes with the resolution limits due to other causes.
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"The amount of wavefront distortion resulting from density and, hence,
refractive index variations through the atmosphere will ultimately
limit the performance of aerial reconnaissence syctems,' [33] and the
opbical nuvigation system 1o baslcully an serial reconnsiscance pystem.

Recent studies have shown that atmospheric turbulence places an
absolute limlt on the resolution that can be obtained with atmospheric
transmission paths [34, 35]. In these studies it was assumed that
perfect optical systems were available and that there was no restriction
on lens diameter. In other words the system resolution was much better
than the resolution limit introduced by atmospheric turbulence. It
was found that the limit on ground resolution due to atmospheric
turbulence is no worse than 5 to 10 cm for light in the visible region
and at altitudes above 10 km [35, p. 1384]. Although the resolution
stated above 1is for vertical paths and would become worse for slant paths
the effect of atmospheric turbulence on resolution is approximately four
orders of magnitude less than that of the diffraction limitation. For
objective lenses of practical size and considering the resolution needed
for a navigation system the effect of atmospheric turbulence is entirely
negligible for practical purposes. Nobte that this statement does not
mean that refraction can be neglected, but only the changes in refrac-
tion due to atmospheric turbulence.

3.5 Background Noise due to Reflected Sunlight

In the passive case it was found that the predominant source of
background noise was the infrared energy emitted by the earth and
reflected sunlight was neglected. The active user, however, will make
use of an energy source having most of its energy in the visible
or near infrared region,in which case reflected sunlight will be the
predominant source of backgrourid noise. The infrared energy emitted by
the earth and the reflected light due to other stars will be neglected.

The spectral distribution of the energy emitted by the sun is
approximately that of a 5800°K to 6000°%K black body which is given in
Fig. 22 [10, p. 163]. The black body representation is sufficiently
accurate for most purposes except in the ultraviolet region below 0.3u.
Since the surface of the sun consists of lonized gases with many
elements present certain wavelengths may have a much higher energy
content than that predicted by Fig. 22 because of contributions by the
individual spectral lines of the elements. In the mssive case it was
agsumed that reflected sunlight could be neglected and from Fig. 22 it
can be seen that over 90% of the energy in sunlight lies below 2u.
Considering that the background energy from the earth's infrared
radiation was sufficient to produce an extremely low signal-to-noise
ratio introducing the reflected sunlight would Jjust have produced
somewhat worse results in the passive case.

If the predominant source of background noise is reflected sunlight
it is reasonable to expect that the power requirements of the active
source will change greatly from day to night. The feasibility of an
optical navigation system with active users may in fact depend on when
during the day or night 1t is used and a system which can operate during
the day could also be expected to operate at night but at a much lower
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power level. The usefulness of any system which will operate at night
but not during the doy is questionable.

The problem ol deternining the power reccived from roflected
sunlt ighl han been solved previously. Ixtensive resulls are available
for the reflected sunllight received at a glven distance from s given
planet [36, 37]. The results of this study which are applicable to a
satellite at synchronous altitude orbiting the earth are given in Fig. 23.
The calculations are based on the assumptions that the sun is a 6000°K
black body and that the earth has an albedo of 0.4, The albedo, or
fractional reflectance, is the ratio of the total reflected energy to the
total incident energy and by this definition it is independent of the
wavelength of the light involved.

In determining the actual spectral distribution of the reflected
sunlight and not just the total energy received it is necessary to know
how the albedo changes with wavelength. The relationship between the
albedo and the wavelength of the incident light is given in Fig. 24
[37, Fig. 7-15]). The data presented in Fig. 23 can be modified to give
the illumination in & narrow spectral region by finding the percentage
of energy in the desired spectral region for a 60009 black body
(approximately that given in Fig. 22) and then correcting the albedo
from O.4 to the average albedo in the reglorn being considered. 1In
other words:

o= I, 0 o o (3.5-1)
where Ik = illumination for a narrow spectral region
IT = total illumination given by Fig. 23
Py = fractional amount of energy in the region being considered
(obtained from Fig. 22)
ak = average earth albedo in the region being considered

Pig. 24
a = 0.4 = average total earth albedo.

The phase angle is the plane angle between the user-satellite line
and the user-sun line. The phase angle geometry 1s i1llustrated in Fig. 25.
The highest phase angles are found at night and the change in background
energy can be over seven orders of magnitude from day to night.
Concidering the wide range 1n the background noisc the gsource power
required could also be expected to vary greatly although not over such
a wide range as the background noilse. IFrom these results & reasonable
value for the total background energy received under the worst case
conditions is lO'jvq/cm2 which 1s the value that will be used to calculate
the maximum source power required.

In the passive case a large portion of the background energy was

constant and could be filtered out and thus neglected. Unfortunately in
the active case no such reduction is possible for several reasons. The
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variations in the total background energy cannot be treated simply as
changes in the effective temperature of the background as in the passive
case. The various possible backgrounds such as clouds, land masses and
the oceans have radically different reflective properties when considering
sma 1l areas. The albedo, or average reflectance, of 0.4 is only a
representative value when taken over large areas and will not necessarily
hold when comparing small areas of the size that each resolvable image
element is likely to represent. The variation in the amount of reflected
light is readily apparent by observing some of the colored photographs of
the earth that have been sent back from satellites (see [15] for example).
Some of the cloud banks appear white while some of the land masses appear
durk brown or almoct black indicating not only a change in the amount of
reflected energy but also.a significantly different spectral composition.
Hence it is not possible to conclude that there will be a given constant
amount of background energy on each resolvable image element which can be
filtered out and, therefore, it will be necessary to consider the total
amount of reflected sunlight as the effective background roise.

As was true in the passive case the fraction of the energy incident
on the objective lens which is actually focused on the detector will depend
on the field-of-view. The explanation for the dependence of the background
noise on the field-of-view was given in Section 2.7. While the exact
distribution of the background noise in the image focused on the detector
will depend on both the phase angle and the field-of-view a simplification
is possible in the worst case. The worst-case situation is a field-of-view
sufficient to observe the entire earth and a phase angle of 0°. While the
phase angle will vary with the time of day the field-of-view is constant =o
that if the background noise is calculated ag a function of the field-of-
view with a phase angle of 0°, this will give the maximum background noise
density.

The buckground nolse power is proportional Lo the size of the projected
ared observed by the satellite. The fraction of thé total background noise
which is actually incident on the detector is thus equal to the ratio of the
projected area observed to the total projected area on which the reflected
sunlight calculations were based. The field-of-view or the diameter of the
maximum observable reglon determines the size of the projected area observed.
The projected area of the observable region, the plane area projected in
the direction of the satellite, is

2 .2/aD ‘
A = J L5-
nr, -~ sin e > (3.5-2)
e
vhere A = projected area corresponding to the maximum observable
region
r = radius of the earth
GCD = diameter of the maximum observable region (great circle

distance).

The total reflecting area, Ap, used in the reflected sunlight calculations
is approximately equal to the plane area projected by one hemisphere
which is
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AT = wr (3.5-3)

The fractlonal amount of the energy incident on the objective lens
which is actually focused on the detector is thus

A ., 2 [GCD
pf = "A—T' = . sin (g’;) (3e5-l4-)

and modifying the result previously obtained, (3.5-1), gives

oy
L= Iy p, pp o (3.5-5)

or

A T ps 2r

107

X gin® (G-QQ) (3.5-6)

x ;
e

where I, is the amount of the background noise actually incident on the

detectoY.

3.6 A Comparison of Various High Power Light Sources

A large variety of light sources capable of high power output have
been developed including arc discharge lamps, xenon flashtubes and lasers.
Each of these possible active sources has various advantages and
disadvantages in terms of cost, power, efficiency, reliability, etc.

A thorough analysis of these sources has been performed [38-41] and the
data presented will be used to compare the possible active sources by
means of an example. The primary consideration in selecting an active
gsource will be the signal-to-noise ratio which can be achieved in a
typical system.

Since the sun represents a wideband noise source, it seems
reagsonable to expect that the laser with its very narrow spectral output
will give the highest signal-to-noise ratio. The laser however, has the
disadvantage of being relatively more expensive than some of the other
possible sources.

3.6.1 Light Sources

The data which will be presented is intended to give an indication
of what is currently available in the field of high power light sources,
The data given in references [38-417]were obtained primarily from
manufacturers? data and may not represent the latest research developments.
Most of the high power light sources currently availlable were designed
for some specific purpose and there are no apparent theoretical reasons
why more powerful sources could not be developed if needed. The primary
limitabions to the size of optical sources are practical ones such as the
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cost and size of the power supply needed and the problem of removing the
thermal energy genceruted during operatlon. Both continuous duty and
pulsed sources will be consldcred.

In order to compare the various types of light sources some uniform
basis of comparison must be determined. The basis that will be used
will be the signal-to-noise ratio which can be attained in an asrospace
television system which has been successfully operated in space. Before
this comparison can be made, the methods used to rate the light output
of & source must be examined. The light output of a given light source
may be expressed 1ln either candlepower or lumens. The term candlepower
refers to the luminous intensity or light radiating capacity in a
given direction and is expressed in candelas' (cd). The term lumen
(Im) refers to the total luminous flux emitted in a unit solid angle
and is related to the luminous intensity by:

F =f I daf ' (3.6-1)
© Where P = luminous flux in Im
I = luminous intensity in cd
dQ? = solid angle differential.

A complete description of the light output of a source would consist of
specifying the light output in all directions from the source but this
involves a great deal of data and normally only the candlepower in the
intended direction of operation or the total lumens is given. For
sources with a highly directive output the candlepower rating given is
usually either that of the center of the beam or the average over the
useful regim of the beam. In the case of pulsed sources the light
output may be expressed in lumen seconds which is the time integral

of the intensity over tle pulse duration. It should be noted that the
rating of light sources in terms of watts usually refers only to the
input power and cannot be directly related to the light outputb.

In the case where the direction of the desired receiver is known,
then the ability of & source to produce & narrow beam of light must be
analyzed. The practice of providing only the maximum or average light
output ratings makes 1t difficult to determine the exact beam intensity
which could be obtained, but the following simplification will normally
suffice. The solid angle over which the light output rating is given
can either be estimated or calculated from the specifications of the
source. If this source is then put into an optical system which ’
concentrates all the light output into & beam of a different size, the
intensity of the new beam will be increased or decreased by the ratio of
the solid angle of the new beam to that of the original light output.
This procedure makes 1t possible to compare light sources of different
shapes and power by a relatively easy method. A summary of the
important characteristics of the sources which will be considered is
given in the following sections.
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3.6.1.1 Incandescent lamps

One of the most common sources of light is the incandescent lamp
which 1s available in thousands of varietlies. One of the largest lamps
of this type has an input power rating of 10 kW and & light output of
3.3 X 102 lm [4), p. 8-77]. The highest power incandescent lamps are
those designed for use with parabolic reflectors or Fresnel lenses as
searchlights. A 1-kW incandescent lamp used in combination with a 36"
reflector produced a beamwidth of 4° at an intensity of 3 x 10° ca [41,
p . 18-10] so it is not unreasonable to assume that with a gigher power
lamp and & smaller beamwidth a luminous intensity of 1 X 1O cd could
be obtained. The spectral output of incandescent lamps with tungsten
filaments 1s approximately that of a black body with an emissivity of
0.3-0.5 at a temperature of 1600°K to 3300°K. At 3300°K the peak
output occurs at approximately lp, but over T0% of the energy produced
lies below l.7u. The exact spectral density will vary from the
predicted density because the emissivity is not constant and, also, the
light output will be modified by the spectral transmission characteristics
of the glass envelope. '

3.6.1.2 Arc discharges (continuous operation)

The electrical arc discharge represents the highest power practical
light source yet developed for continuous operation. The most common
form of arc discharge used for extremely high power light sources is
the unenclosed carbon arc. Other elements commonly used for enclosed
arc dlsclarge lamps are mercury, sodium and xenon., The input power to
the enclosed discharge lamps ig limited by the ability of the glass
envelope to dissipate the heat produced by the arc., The carbon arc,
however, does not require enclosed operation and can be operated at much
higher power levels. 1In some instances the heat generated is so intense
that only water-cooled operation is possible.

Arc discharges in sodium vapor produce a very distinctive light
output because of their very narrow spectral output. Almost the
entire oubput of a sédium vapor lamp is concentrated in the double
yvellow line located at 0.5890u and 0.5896u, which makes these lamps
unsuitable for uses where color reproduction is important. Iamps of
this type are normally used only for street lighting where a distinctive
color is desired to indicate special hazards such as at intersections.
The typiﬁal light output for such uses is on the order of 1.0 X 10~ to
4,0 X 10™ 1m. While the available light output is not nearly as great
as that of other arc lamps the narrow spectral output will allow use
of a very narrow optical region thus reducing the background noise
significantly.

Mercury vapor sarc lamps are currently the most widely used enclosed
arc lamp and find their main application in street lighting. For special
applications water cooled types are available with an input power rating
of over 12 kW and a light output of approximately 1.0 X 109 1m [42]. The
spectral output of arc discharge lamps depends to a great degree on the
pressure of the gas in which the discharge occurs. As the gas pressure
is increased, the spectral disbtribution tends to become a continuum as
the characteristic spectral lines tend to become wider. "The broadening
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of the spectral lines is caused by the broadening of the energy levels
due to the flelds of neighboring atoms and colliding electrons ..." and
"The continuous spectrum Ls due primarily to free electrons combining
with ions, an event whose probability 1s significant under the
conditions of high electron and ion densities existing in the arc"

[40, p. 208]. The pressure used in most high pressure mercury arc lamps
is such that the output radiation is almost evenly divided between the
line spectra and the continuous spectra [40, p. 211].

For practlical purposes all of the energy emitted by mercury vapor
lamps can be assumed to lie in the 0.35 to 0.6u region. The absence of
any significant radiation above O.6u accounts for the characteristic
blue-white color of mercury vapor lamps., While a significant amount of
ultraviolet energy is produced the majority of this energy is absorbed
by the glass enclosure. The location of the spectral lines of greatest
significance is given in Appendix D. The large number of spectral
lines which are present makes it impossible to construct a filter which
would reject the background energy between the spectral lines and accept
only the energy present in the spectral lines.

Xenon arc discharge lamps have a much smoother spectral output in
the visible region and are used in applications such as motion picture
projectors and solar simulators where color reproduction is important,
Iamps witg an input power rating of 20 kW and a light output of
1.15 X 10° 1lm are currently available [42]. The spectral output in
the region 0.4 to 0.8y is sometimes constant to within * 15% depending
on the pressure of the gas [40, p. 214] and makes the xenon arc lamp
appear to be a white light source. In the region 0.8 to 1.0up a number
of spectral lines doubles the average spectral output as compared to the
vigible region.

The unenclosed carbon arc represents the highest power continuous
light source available at the present time. The size of the reflectors
used and the input power required for the largest carbon arcs would
prevent their use on all but the largest ships as shown by the following
example, A searchlight developed for the Army used a 120 inch parabolic
reflector and produced a beam divergence of 4° by 6°. The peak light
output of this searchlight was 2.7 X 109 cd and required an input power
of 600 kW at & current of 4000 A  [L41, p, 18-10]. Some typical
examples of carbon arcs of & more practical size are given in Table 5.
The spectral output of a carbon arc lamp is approximetely that of a
black body at the color temperature listed in Table 5. In the visible
region black bodies of the color temperatures given have a fairly flat
spectral output which makes the carbon arc suitable for photographic
and projection purposes which require a white light for true color
reproduction.

The black body spectrum approximation holds only for those carbon
arcs where the light is produced by the incandescent crater of the
electrode and the luminous vapors created by the vaporization of the
electrode. Another type of carbon arc lamp is the flame arc lamp which
uses carbon electrodes but depends mainly on the vaporization of the
electrodes for light production. The color temperasture of flame type
carbon arcs is two to four times that of the carbon arcs given in Table 5,
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Table 5

TYPRICAL DIRECT~CURRENT CARBON ARC CHARACTERISTICS

(41, pp. 8-101)

A B c D

Use Projector |Projector |Searchlight | Studio

Arc Current 120 180 150 225 A

Arc Voltage 68 h 78 70 s

3 L L b

Power 8.2 X 10 1.33 X 10" 1 1.17 X 10 1.58 X 107 W
. Candlepower L x J,QLL 7.8 ><‘1olL 6.8 X 104 9.9 X 1oh cd

Tota | Lumens 1.54 X 1o5 L1 x 105 3.7k x 105 5.21 X 1o5 1m

Color Temperature | ~ 6000 ~ 6000 5400 4100 %k

and the spectrum no longer corresponds accurately to & black body spectrum

at the color temperature.

adding rare earth elements to the electrodes,

3.6.1.3 Flashtubes: arc discharges (pulsed operation)

The arc discharges Jjust described were used for continuous opera-

Arc discharges can also be used for pulsed operation which is
normally done by discharging a capacitor across a spark gap in a high
pressure atmosphere.

tion,

The spectrum of flame-type carbon arcs is
usually modified to produce increased output in some desired region by

The gas—filled tubes which are used for this

purpose are called flashtubes.

discharges is very difficult due to the fact that a stable arc cannot

Pulsed operation of carbon arc

be obtained in the short time required.

The heat dissipation requirements for pulsed operation are much less
severe and very high peak outputs can be obtained at very low power
Flashtubes are normally rated for both peak and

dissipation levels.
average power levels,

The peak power restriction is necessary because

the severe shock of the arc discharge can shatter the glass enclosure of

the flashtube 1f the walls of the tube are too thin.

The peak power

rating may be as much as four orders of magnitude larger than the
average power rating, but this generally occurs only for very narrow

pulse widths.

Flashtubes normally consist of three electrodes, two of which are

used to conduct the arc current with the third being used to trigger the

discharge.

A typical circult for use with flashtubes consists of a

pulse forming network which is discharged through the flashtube with the
energy for the discharge being provided by the charge stored in the
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capacitors of the pulse forming network. The pulse forming network
determines the shape of the current pulse, and hence the shape of the
light output pulse. "The output pulse 1s triggered by applylng & high
voltage pulse to the triggering electrode which initiates the electrical
discharge. The voltage supplied to the pulse forming network must be
less than that required to initiate electrical breakdown between the
electrodes without a triggering pulse. The pulse duration is determined
by the characteristics of the pulse forming network and typical values
range from 1 ps to 10 ms.

Flashtubes are classified into types according to the physical
confiiguration of the light emitting section and four different shapes
are commonly used; helical, linear, spherical, and U-shaped. Flashtubes
are normally filled with the rare gas xenon, but argon, krypton, and
other gases are also used. The spectral output of these tubes is
usually a continuum and any spectral lines that are present are quite
wide. When xenon is used the spectral output is fairly flat in the
visible region with a slightly higher output in the 0.8 to 1l.lu region
due to the presence of several spectral lines. Some examples of the
performance of currently available flashtubes are given in Table 6.

Arc discharges in unconfined gases have also been used as pulsed
light sources but the capabilities of such discharges are normally below
those of the flashtube and will not be discussed.

Table 6

TYPICAL FLASHTUBE CHARACTERISTICS [38, p. 49; 43, L4k)

Peak Averagei Operating; Light | Peak Pulse Arc
Energy Power |Voltage |Emission Emission{Duration Resistance
t -

%gizles) %3§$§S) (xV) (cd-s) (lO6cd) (ms) (ohms )
Type
U-shaped 120 12 0.3 250 0.25 1.0 0.8
Spherical |8 X 104 1350 6.0 2.8 X 106 36.0 6.0 2.3
Linear 1.5 X lOu 1250 2.4 5.0 X lou 1.1 45,0 18.0

l -

Helical 2.6 x 10" | 110 T 1.05 X ILOb 10.5 10.0 1.2
Linear 2.5 X lOl‘L 125 5.0 1.0 X lOb 20.0 3.3 0.28

3.6.1.4 Iasers

All the light sources discussed so far, with the exception of the
sodium vapor lamp, produced energy over & wide spectral region which
make 1t impossible to filter out a significant portion of the background
energy. The laser has a distinct advantage in that its spectral output
occupiles only a very narrow spectral region so a significant portion of
the background energy can be removed. Very narrow beamwidths make it
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possible to concentrate the energy avallable in the desired region to a
mach greater extent than is possible with incoherent sources. While
the average power of most present laser systems is much less than that
of’ other light sources, the peak power avaeilable is much greater. Peak
powers on the order of 10 TW (1 X 1013 W) have been reported for narrow
pulses [45, 46]. One important disadvantage of laser systems is the
relatively high cost compared to other light sources.

A spummary of the majority of commercially available lasers has been
compiled [39]. The results of this study,which are representative of
the various types of lasers available,are presented in the following
tables. In general the datae presented show that the maximum CW power
level ranges from a few watis up to the kilowatt level depending on the
wavelength, and hence the material used in the operation of the laser.
In pulsed operation the peak power depends on the pulse width but for
extremely narrow pulses, on the order of 10-12 g, power levels in the
gigawatt range are available. The data presented are representative
only of present commercial lasers and the great amount of research
currently being done in this area will provide higher powers and more
wavelengths in the near future. A study has recently indicated that a
COo laser which operates at 10.6p with a continuous power output of
8.8 kW has been constructed and an order-of-magnitude increase in the
power could be expected in the near future [47]. While this wavelength
1s much too long for use with present television camera tubes, it
indicates the potential power available from gas lasers is much greater
than the power now available. In addition to changing the wavelength of
a laser by changing the elements used, it is also possible to tune a
luger over & gilven region.. Experiments have already shown that a laser
cuan be tuned to 4 certain extent and it seemed likely that some lasers
could be tuned to cover half the visible reglon [48].

Table 7
GAS LASERS
Output Mu;timode Pulse Length Maximum B?am
No.* Spe ot ram¥F Power or Rep’ Rate Divergence
b Output (W) W Pe (mrad)
1 Ar 20 50 s 5 p/s 1
2 Ar 25 10 s 120 p/s 2
3 Kr 1.2 50 us 100 p/s 2
in 0.3371(1\12) 100 kW 10 ns 100 p/s 2 X 30
0.5401(Ne) | 10 kW 3 ns 100 p/s 2 X 30
5 Ar + Kr 20 cwW ‘ 1
6 10.6 (cog) 1000 CW 1
7 0.6328 0.08 cwW 0.8

*  Tdentified in Appendix E.

*¥% See Appendix D for location of specific spectral lines.
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Table 8

SOLID-STATE IASERS

N W oW

No.* Output Output Pulse Length Maximum Beam
O~ Spectrum Power “Or CW Rep. Rate Divergence
(mrad )
0.6943 or 100 MW 10 ns 30 p/min 3
1.06
0.6943 750 MW ~ 50 ns 2 p/min 3-5
1.06 16 W 30 ns 8 p/min 0.1
1.06 60 MA 0.5-3.0 ms 5 p/min 18
0.6943 0.9 W CwW -
1.06 25 W oW 1-2
Table 9
INJECTION LASERS
Width Peak Pulse Max imum
No.* ggzgz:um(u) of Power | Width | Rep. Rate ﬁiizfgence
Output (u) (W) (ps) (H2)
1 0.8540 0,0015 0.015 5 500 230 mrad
2 0.9040 0.0100 0.2 0.1 11000 260 mrad
3 0.9160 0.0050 0.8 0.1 1000 0.1 srad
I 0.9040 0.0075 10.0 0.2 500 -

3.6.2 Optical Filters

The generation of an optical signal with well-defined spectral
limits immediately presents the problem of recovering that signal from
any background noise that may be present when the signal is received.
If an optical filter which will recover the original signal while
rejecting the background noise is not available, then nothing has been
accomplished by using a spectrally well-defined signal that could not
have been accomplished by using a higher power source. The problem of
choosing an optical energy source for information transmission is thus
inherently related to the availability of filters to reccover the source
energy while rejecting & significant portion of the background energy.

Optical filters are constructed in a variety of ways. The
determination of the best optical filter to do a specific task is
dependent on how well the problem is specified. The simplest optical

¥ See Appendix E.




filters are those which consist of some type of optical material,
Optical materials, such as glass and plastic, have different inherent
transmission characteristics, which can be changed by changing the
composition of the material. Considering the many different glass and
plastic compositions which are available a large variety of filter
characteristics can be obtained. Mny optical materials have the
property that light above a certain wavelength or below a certain wave-
length is absorbed. A bandpass filter can then be constructed by
combining two materials of the type just mentioned. Optical filtering
can also be accomplished by using special coatings applied to the lenses
of an optical system. The ability of an optical coating to provide &
filtering action is dependent on the actual transmission characteristics
of the coating, the thickness of the coating, and the wavelength
dependent reflectance of the coating material. Filters constructed

by these methods generally have & passband transmission of approximetely
50% and a stopband transmission of 0.1%. The number of specific combina-
tions of optical materials and coatings 1s so large that only by
considering & specific problem or application can the actual filter
characteristics be determined.

Another type of optical filter is the filter which operates using
the interference phenomena and 1is generally known as an interference
filter [3, p. 286). The performance of this class of filters is much
better than those discussed previously and filters can be constructed
which will select a single spectral line. The performance of a set of
commercially availeble interference filters for selecting some typical
laser lines is given in Table 10 [49]. The extremely narrow passband
of these filters allows almost complete rejection of all light energy
except the desired signal. Interference filters can also be constructed
with wider bandwidths. Filters which have a bandwidth greater than 1%
of the passband center wavelength have transmissions which are usually
on the order of 60% while the stopband transmission is less than 0.01%

50l
Table 10O

INTERFERENCE FILTERS FOR COMMON IASER WAVELENGITHS

Transmission Transmission
Wavelength (u) Bandwidth (p) at Center of in

Passband Stopband
0.4880 0.001 50% 0.001%
6.5145 0.00L 50% 0.001%
0.6328 0.001 504 0.001%
0.6943 0.001 60% 0,001%
1.060 0,005 459 0.001%
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In generai opbical filters can be constructed which will have at
least 50% transmission in the passband and at most 0.01% transmission in
the stopband using one of the methods previously described.

3.6.3 A Comparisen of Varlous ILight Sources Using An Iixample

In order to evaluate the various types of light sources, some uniform
means of comparison must be found. Since the optical navigation system -
being considered will make use of a television camera, one method of
comparison would be to choose an actual television system and determine
which source will give the best results. The television system that will
be used in the comparison is the Surveyor televigsion system. The
Surveyor 7 spacecraft has already detected optical signals transmitted
to the surface of the moon from earth [51] and should provide a good
basis for comparison. Since optical signals have already been detected
using one type of source (a laser) one method of comparison would be
to determine what other types of sources could also have been used in
this experiment.

The optical signal which the Surveyor 7 spacecraft television camera
detected had a stellar magnityde of about -3 [51] which gives an equivalent
illumination level of 3 X 10~0 1m/ft2 (f, ) (3, p. 107]. 1In the
experiment in which Surveyor detected the optical signals, a total of
six lasers were aimed at the moon and two were detected. The
detected signals were located within the moon's shadow, while the
others were located in the sunlit portion of the earth. The
illumination level on the moon for the portion of the image corres-
ponding to th region of the earth in the moon's shadow was between
10-10 and 107° 1m/ft2. The illumindtion level on the moon resulting
from the earth-reflected sunllght ("earthshine") has been estimated
at between 1.2 and 1.7 lm/ft L37, 52]. Thus the signmal~to-noise ratio
for the received images of the lasers located on the earth but in the
moon's shadow was much greater than one. Whilé the signal-to-noise ratio
for the lasers located in the sunlit portion of the earth was several
orders of magnitude less than one. It should be noted that no optical
filters were used to specifically select the laser signals since the
‘camera was not designed for this purpose.

In order to compare the various light sources, they will be
evaluated on the basis of the illumination resulting on the moon when
the tOtdl light output is concentrated into & beamwidth of 10 mrad
(0.5°). A beamwidth of this size was considered as reasonably easy to
obtaln by means of parabolic reflectors or Fresnel lenses. While beam-
widths as small as 1 mrad have been reported [38, p. 213], it was not
considered practical to assume such & small beamwidth since this could-
only be accomplished for very small light sources which could be accurately
positioned at the focus of the lens or reflector. If the light output
is uniformly distributed over the beamwidth and the total luminous flux
ie concentrated into the beam, then by (3.6~1) the intensity of the
source 1is

=
i
Ol

(3.6-2)




whoere € = nolid angle of beam.

T tnotend ol the Lotwl Lumlnous {lux, I*, the lLight oulpul Lo cpeciiicd
as the intenslty for a glven beamwidth, then under the same agsumptions
used previously, the intensity and beamwidth (in the sense of the solid
angle) are related by '

.1, = .1, (3.6-3)

~ In other words, the total luminous flux is constant and the beamwidth
. and intensity are inversely proportional, i.e., their product is a
constant.

The above two formulas can be used to calculate the intensity
of the beam which would be produced from a specified source when the
desired beamwidth is known. The plane angle beamwidth is related to
the solid angle of the beam by

0 = by sin® (%) (3.6-4)

where ) = solid angle of the cone formed by rotating & plane angle O

0 plane angle in radians.

Il

When 6 is small,(3.6-4) reduces to

n92

QNT (3.6-5)

The illumination level at a distance d from a point source of intensity
I is

L

E = 2 (306"6)
d
wvhere B = illuminaence in 1m/rtﬁ
I = luminous intenslty in cd
d = distance in ft.

Using the distance to the moon as d, (3.6-6) reduces to
E=6.3X 107 1 (3.6-7)

Using the above simplifications and assuming & beamwidth of 10 mrad, the
{1lumination level produced by & source with a luminous flux output of
Flm is :
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K= 8 X w8y (3.6-8)

where E = illumination level on the surface of the moon in lm/ft2
F

1l

luminous flux output in 1m.
In the case where the light output of the source is specified in terms
of the intensity over some given beamwidth, the illumination level is

E=8x10 3 ar (3.6-9)

where Q = solid angle of the original beam in sr
I

average intensity of the original beam in cd.

Using (3.6-8) or (3.6-9) with the data presented previously on high
power light sources gives various values for the illumination level
which are presented in Table 11 along with other pertinent date.
Table . 11

TLLUMINATION LEVELS OF SIGNALS RECEIVED ON THE MOON
FROM VARIOUS HIGH POWER LIGHT SOURCES

Source Input Light Output Il}umlnatlon level v Spe?tral
Power (signal power) Region
1m/ft= *
Incandescent 10 kW | 3.5 X 105 1m 2.8 X lO-7 ‘ Visible
' : Region **
Sodium Vapor Loow k4.0 X 101L Im 3.2 X 10’8 0.55u to
| 0.65u
Mercury Vepor |12 ¥ | 1.0 x 10° 1m | 8.0 x 1077 0.35u to
: . 0.6u
Xenon Vapor 20 KW | 1.15 X 106 m | 9.2x 1077 Visible
Region
Carbon Arc 600 kW | 2.7 X 1o9lm/sr 1.8 x 1077 Visible
(~ 59 beamwidth) Region
Carbon Arc 15.8 ¥ 5.2 x 10° 1n | 4.1 x 1077 Visible
(D, Table 5) _ ' Region

*  Assuming 10 mrad beamwidth.
**%0.35p < N < 0.1
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Comparing the illumination levels given in Table 11 with the
illumination level of the signal detected (3 X 10™ lm/fte) shows that
there are various high power light sources which could be detected on
the moon. It is quite significant to note that the lasers which were
detected produced a total output of between 2 and 4 watts but, of
course, at a much narrower beamwidth. In all cases the received signal
intensity is over five orders of magnitude less than the intensity of
the reflected sunlight, thus indicating a wvery small chance of detection
for sources In the sunlit portion of the earth. EvenRin the case of the
sodinm vapor lamp the use of a filter would not improve the signal-to-

-noise ratio sufficiently to allow detection since the few percent of
background energy that would still be present would be too much.

The inverse square law can be used to relate the calculations just
made to the case of a synchronous satellite. The distance to the
synchronous satellite is such that improvement of two orders of
magnitude can be expected in the signal strength, but this also applies
to the background noise. Hence, the conclusions made on the basis of
the signal-to-noise ratio at the mcon's surface apply equally as well
to the synchronous satellite. In the case of pulsed light sources,
the duration of the light pulse must be considered. However, if it is
assumed that the camera shutter and source are synchronized, then only
the light output must be considered. Under this assumption the
illumination level for the pulsed light sources (e.g., Table 6) is
slightly higher than those of Table 11, but not sufficlently different
to change the results.

The following conclusions can be drawn from the results of this
section.- While there are a number of high power light sources that could
be used to provide a detectable signal in the absence of reflected sunlight,
none provides a sufficient signal-to-noise ratio for detection against
a sunlit background. The laser represents the only light source which
has a sufficiently narrow spectral output to permit filtering out a
significant portion of the background noise which consists of reflected
sunlight. By making use of interference filters such as those described
in Table 10, it should be possible to eliminate almost all of the
reflected sunlight. 1In the case of light in the center of the visible
region (A~ 0.55u) and & filter bandwidth of 0.00ly the background
energy present after the filter would be on the order of 0.1% of the
incident energy assuming a 6000°K black body spectral distribution.

All optical energy sources except the laser can therefore be rejected
on the grounds of insufficient signal power in a sufficiently narrow
snectral region to overcome the background noise present. An exact
determination of the signal-to-noise ratio reguired will determine if
lasers with sufficient power are available,

3.7 Acquisition, Tracking and System Configuration

The results presented in the previous section demonstrate that
optical signals from earth-based users can be detected at synchronous
altitude under certain condlitions. The mere fact that optical signals
could be detected does not imply that an optical navigation system is
feasible, however. To demonstrate the feasibility of an optical
navigation system, it is necessary to show that a system can be
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constructed which will be able to detect users under sufficiently general
conditions to permit navigation. In other words, the conditions

required for detection will impose certain restrictions on when the
user's optical signal can be detected, and these restrictions in turn
will determine if it is feasible to use optical methods for navigation.

3.7.1 General System Considerations

The system configuration chosen is a television camera which will
detect optical signals transmitted by the users. The output from the
camera will be fed to & threshold detector which will perform binary
detection on each resolvable image element. For such a system to
perform reliably, the received signal must be sufficiently strong to
ensure a high signal-to-noise ratio so that the detection of the optical
signal can be performed under very general conditions. The possible
user restrictions which will be imposed by the conditions required for
detection of the signal will be illustrated by considering the example
of the previous section.

The detection of optical signals described in Section 3.6.3 was
accomplished under the following conditions:

1) the signal sources which were detected would have had to
come from users operating at night in order to reduce the
background energy;

2) very accurate aiming of the lasers used to generate the
optical signals was necessary;

3) the resolution available during the experiment was only
200 TV lines [51].

While the performance of the Surveyor 7 television system was never meant
to be even remotely connected with an optical navigation system, the
conditions under which it operated have very definite implications on

the operation of such a navigation system. Conditions 1 and 3 do not
present serious restrictions, since it should be possible to use higher
power sources and filters to overcome the background noise, and .the
development of high resolution camera tubes which can operate in space
should be expected as a result of the earth resources program. While
conditions 1 and 3 are present because of the type of equipment involved,
condition 2 has further implications regardless of what type of equipment
is used.

In the experiment in which Surveyor 7 detected laser signals trans-
mitted from the earth, it was found that a pointing accuracy of 2-4 seconds
of arc was required [51]. In terms of the position error from synchronous
altitude, this would mean & maximum allowable position error of 0.7 km
with no provision for inaccurate aiming of the laser beam. If a
position accuracy such as that Just calculated is required in order to
aim a laser so that the beam can be detected, then such a system could
not be used for navigational purposes. A system which requires an
accurate knowledge of the position of the user in order to operate
cannot be expected to serve as the basis of a navigation system. In
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order to overcome this restriction, it will be necessary to either
increase the beam divergence or have the source scan the region where
the satellite is assumed to be located. Assuming the user has an

a priori knowledge of his approximate position, perhaps from a much
less accurate navigation sysbtem, this knowledge can then be used to
predict the approximate region of the sky where the satellite will be
located.

The feasibility of an optical navigation system will depend on the
relationships among source power, beam divergence and position knowledge
with the regtriction that the optical energy received must be sufficient
to provide the resolution required. In order to be feasible the optical
system proposed must be able to tolerate a sufficiently large position
error without requiring & source power greatly in excess of the currently
available laser power. A reasonable estimate for the maximum position
error which should be tolerated is the distance between two successive
position fixes and depending on the user's velocity and time between
position fixes, the position error could be on the order of several
hundred kilometers. It is unlikely such a large position error could
be tolerated by an optical navigation system, congidering the source
power that will probably be available. Even the simplest navigation
equipment, however, should provide a more accurate estimate than that
which could be obtained by dead-reckoning, which is what a pogition
error of several hundred kilometers might represent. A reasonable value
for the source power required should be legs than 100 W if the develop-
ment of the source is to be expected in the near future.

3.7.2 Search Techniques

In order to determine the section of the sky in which the satellite
is located, 1t is necessary to know the approximate location of the user.
The more accurate the estimated user position is, the smaller will be
the section of the sky in which the satellite is located. For small
position errors it may be possible to increase the beam divergence to
compensate for the lack of knowledge of the user's exact location.

Iarge position errors, however, will require that the user scan the
region of the sky in which it is expected that the satellite will be
located. 1In either case the uncertainty in the position of the user
can be directly related to the size of the region of the sky which must
be searched, and hence to the beam divergence required to search that
region,

The uncertainty in the user's position will be expressed as a
circle with some given great circle distance as the diameter (region of
possible location) and the center of which is the estimated position.
The estimated position will determine the expected location of the
satellite, and the error in the estimated position will determine the
beam divergence required so that no matter what the true position of the
user, the sabellite will intercept the transmitted beam. The geometry
of the situation is illustrated in Fig. 26, where the expected position
of the user is alt the subsatellite point. As will be shown later the
derivation of the beam dlvergence in this specialized situation represents
no loss in generality. The situation illustrated in Fig. 26 is the
following. The user has estimated his position and found that it is at
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the subsatellite point and the accuracy of this estimate 1s such that
with a very small probvability of error, the user is within a circle with
great circle distance GCD as the diameter. Since the optical signal
transmitted must be received by the satellite, the user position
corresponding to the maximum possible error will determine the beam
divergence. The angle 6 corresponds to the beam divergence reguired

in the worst case and is illustrated for two positions exactly opposite
one another.

Geometrically the situation described in Fig. 26 is exactly the
same &g that described in Fig. 12 except that in the present situation
6 and GCD have exactly half the value in Fig. 12. Using thé previous
result . (2.7-4) and noting the relationship among  the variables:

+ Oy (3-7—1)
e

where ® = beam divergence required

dA = (GCD = diameter of the circle of uncertainty in the
position expressed as a great circle distance

r, = radius of the earth
r_ = synchronous satellite altitude.

A beam divergence (plane angle) of 0 radians yields & beam of solld
angle Q: .

o2
Q = bn sin® 'K%—/ (3.7-2)

which reduces to the following for very small angles:

6°
0~ S (3.7-3)

Using (3.7-1) and (3.7-2) the region of the sky where the satellite is
located can be expressed in terms of a solid angle which is a funotion
of the error in the estimated position.
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i -,
/ r sin da_ | |
_ 2 )1 -1} e 2T, _ 1, da
Q = Ux sin 5 | ten . . =X H{+ o (3.7-4)
r +r [1- cos =—| e
5 e\ er ||
Y e _|
where Q0 = solid angle of the portion of the sky in which the

navigation satellite is located

dbd = diameter of region of position uncertainty.

In the case of a very small error in the position estimate (3.7-4)
reduces to ’

ﬂ 5 re + rs 2
O~ faa” (= (3.7-5)
e S
or
Q~ 2.7 x 1070 an? (3.7-6)

where dA i1s expressed in kilometers.

The results of (3.7-1) and (3.7-l4) have been plotted in Fig. 27
for all possible values of the position uncertainty GCD or dA. The
results presented in Fig. 27 show that the size of the solid angle to
be searched is directly proportional to the square of the position error
except for extremely large values. Considering the relative magnitudes
of re and rg in (3.7-4), it is seen that for all practical purposes
(3.7-6) can be used for all calculations and not Just those in which
db is small. Note that the maximum dA is 18106 kM which corresponds to
the case where the whole sky must be searched, i.e., the solid angle to
be searched is 2u sr.

If the estimated position of the user is not at the subsatellite
point then the size of the region of possible location must be such
that it is not possible that the satellite is below the user‘s horizon.
In terms of the distances involved the restriction necessary so that
the satellite is never below the user's horizon for any position in the
region of possible location is:

r_ - 2a (3.7-7)

aA
= e sp

av] b

where dS = great circle distance from the subsatellite point to the
P estimated position of the user.

Since the errors associated with an angular measurement navigation system
become worse at low elevation angles the inequality (3.7-7) should be
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made stronger by multiplying the right-hand side by some safety factor,
suy 0.85, Tor elevation angles below about 150. The exact form of the
restriction (3.7-7) and the value of the safety factor would depend on
the performance of the optical system at the edges of the image. The
factor = re/2 corresponds to a field-of-view of about 17° and the actual
value of this factor would depend on the field-of-view of the actual
optical system used.

The results in Fig. 27 represent the worst possible results for a
given great-circle-distance since the angular resolution is best at the
subsatellite point. The beam divergence required becomes less as the
estimated position moves away from the subsatellite point since the
effect of the possible position variation represents less of an angular
variation than & similar position error at the subsatellite point. To
g first approximation the size of the solld angle to be searched is
inversely proportional to the sgguare of the GDOP factor provided the
size of the region of uncertainty or position location is small enough
so that the elevation angle can be assumed to be constant in this region.
Under these assumptions the results in Fig. 27 can be modified to
account for estimated positions other than the subsatellite point by
dividing the results of Fig. 27 by the GDOP factor ox

- Q

0fe) = (GDOP)2

(3.7-8)

where Q(e) = solid angle to be searched as & function of the elevation
angle

Q = s0lid angle from Fig. 27 corresponding to the size of the
reglion of uncertainty

il

geometricai—dilution-of-precision corresponding to the
elevation angle ¢ at the estimated user position.

GDOP

From Appendix A, (A.6) can be used to evaluate the GDOP factor giving

: Ty 2
Q(s) = £ (rl(a') C'OSGC(G)) (3°7"9)

The elevation angle and the distance to the user from the satellite,
ri(e), can both be evaluated in terms of the great circle distance

from the subsatellite point to the estimated user position using (2.7-3)
and (2.7-14) giving the approximation (3.7-10). Equation (3.7-10) is
valid only if the elevation angle is approximately constant over the
region of possible user position and this restriction becomes weaker as
the estimated position approaches the subsatellite point where 1% is
unnecessary.
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Using the same approximetions as those used to obtain (3.7-5) the
value of (3.7-10) can be approximated by

7 2/re+rs l/ re+rs22
Q(as, dsp) =g dh r r ) 1-3 ‘dsp ("}T‘;T‘) (3.7-11)
e s . \ e s :
or
aas, a ) = 2.7 1078 d‘Ae( 1-1.7x 1078 dsp2 }2 (3.7-12)

which 1s sufficlently accurate for most purposes except in regions of
small elevation angles, L.e. 15° and below, .and large values of dA.

The size of the reglon of pogition uncertainty is not the only
factor which determines the size of the region to be searched. In
addition to knowing his position, the user must also have some orientation
reference in order to know in which direction to alm the laser. The
user's heading must be known and his horizontal reference must also be
known and any error in these quantities will cause a corresponding error
in the estimated position of the satellite. Such an error is not
accounted for in the determination of the size of the region to be
searched from the position error. The size of the region to be searched
will have to be increased to allow for the possibility of an orientation
error.

The user's orientation will be determined from his compass
heading and a horizontal reference which will probably be the position
of the horizon. If each of these directions has an associated angular
error and the directions are assumed to be orthogonal, then the true
position of any point in the sky will be within & projected rectangular
region. The beam divergence will be increased so that no matter where
the true location of a polnt is within the projected rectangle, it will
still be within the region scamned by the user. Using the independence
assumption, the maximum angular position error which can occur will be
the hypotenuse' of the right spherical triangle with sides A6, and AOy. If
the beam divergence is then increased by the maximum angular reference
error then the system will operate regardless of the error. The total
beam divergence, taking into account the angular reference error, is:

QT = QPE + GRE

i

,"l- | , Ca
ePE + cos /[FQS(AQC)'COS(AQH)] (3.7-13)
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If

where 6 total beam divergence required

e = 6 = beam divergence required as a result of position
PE . a pe
error (from Fig. 27)
QRE = beam dlvergence redqulred as a result of reference errors
ABC = maximum angular error in compass heading
AGH = maximum angular error in horizontal reference.

The total beam divergence, BT must be used when determining the size
of the region to be searchedufsee Section 3.9.3).

Now that the relationship between the position uncertainty, the
reference error and the size of the region to be searched has been
found, the method used to search the region must be considered. At
the beginning of thls section two possible search methods were given.
One method was simply to increase the beam divergence using a variable
focus lens for example. The other was to actually sweep or scan the
region to be searched in some predetermined manner. The point at
which the switch should be made from an increasing beam divergence
system to a scanning system will depend on the source power available,
It would be preferable to simply increase the beam divergence since this
would require a simpler mechanical system than & scanning system, but
as the beam divergence 1s increased the power required to yield a
detectable signal also increases. In order to compare the two methods
the total received signal energy must be found since the signal
duration will not be the same for the two cases.

The received signal energy in the case where the beam divergence
is varied can be calculated from the energy distribution in the beam
and the shutter speed. To calculate the received energy in the case
of' a scanning beam, the energy distribution in the beam must be
known as & function of the time in which the beam is incident on the
sabellite. The method in which the beam is scanned over the desired
region will determine the energy distribution of the received signal.

Since the region to be scanned is conical a spiral method of
scanning will be used. This method is consistent with the shape of
the beam and the shape of the region to be searched. Figures 28 and
29 illustrate the type of search method which will be used. The
situation described in these figures is the following. The user has
estimated his position and the accuracy of his position and found
that the region to be searched corresponds to a total beam divergence
of Oy which includes any possible reference errors. The region must
be searched with a source having a beam of Gb. The search pattern to
be used is a spiral with the center of the spiral corresponding to the
estimated satellite position determined from the user's estimated
position. The scanning motion is produced by & rotating lens system
which rotates at a rate w(@) and is aimed in & direction @ which is the
deviation from the expected position of the satellite. If the
probability distribution of the user’s pogition within the region of
uncertainty were known then the scanning motion could be modified to
scan the most probable region. Since it is assumed that the user can
be anywhere within the region of uncertainty, & uniform probability

- -




ROTATING

LENS SYSTEM
_ SOURCE

FIGURE 28 SCANNING SYSTEM CONFIGURATION

TRAJECTORY OF P

o —— —

ESTIMATED SATELLITE
LOCATION

FIGURE 29 SEARCH PATTERN

_93_




distribution is implied. The source beam must therefore scan the region
to be searched in such a way that the rotation rate w(¢) decreases as ¢
increases so as to illuminate each point in the region GT to be searched
equally. An analysis of the scanning motion will be made to determine
how the received signal energy varles wlth the scanning motion.

From Fig. 29 it can be seen that the total number of revolutions
of the source beam required to cover the desired area is

" ‘
Ry = 55 (3.7-1k)
o
where RT = number of revolutions required
GT = total divergence of total region to be searched
Bb = beam divergence.

If Ry is large, then the scanning pattern illustrated in Fig. 29 can be
approximated by a true spiral. The results which follow will then be
applicable.to a true sprial even though they are derived using Fig. 29.
If the source beam is revolving at & rate w(@) then the tangential
velocity of the point P, the center of the search beam, is

v = o(P)r sin @ (3.7-15)

‘assuming that the distance to the satellite does not change as a
function of @, 'This assumption is true if the user is stationary and
the estimated user position is at the subsatellite point. If the
recelved signal energy is to be constant at all points in the region
to be searched, then the velocity of point P must be constant and the
rate of rotation, w(@), must be

w(g) = ;-g§5-5 (3.7-16)

In order for the point P to move according to the search pattern
illustrated in Pig. 29, the deviation angle, @, must take on all odd
multiples of Gb/2. The path length over which P moves in one revolution
is

4(@) = 2nr sin @ (3.7-17)
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and the total path length travelled while scanning the entire regilon is

I, = % z(¢)

1l

%; 2nr sin @

b J(2n - 1)9&
= 2nr ZJ sin | ——p——/ (3.7-18)
n=1 \ -
where IT = total path length
r = distance to satellite (see (2.7-3))
QT = total divergence of region to be searched
eb = beam divergence of user's source.

Bquation (3.7-18) can be simplified by evaluating the summation giving
[53]

6 6
Ly = 2nr sin2 (1§> cosec (3?) (3.7-19)

\

since P is moving at & constant veloclty, the length of time it will
take P to move a distance Lp is

T = (3.7-20)

e
where T = search time

IT total path length

R

it

1

tangential velocity.

In order to £ind the minimum search time the minlmum value of the path-
length to velocity ratio must be found. The value of this ratio will
depend on the minimum signsl energy required. By evaluating (3.7-20)

using various restrictions the feasgibllity of the system can be determined

in terms of the search time and source power required.




3.7.3 System Configuration and Hardware

The description of the system and method of..operation which has
been given so far is sufficlent to permit a description of a method of
implementation. The hardware realization of the system which has been
proposed is partially given in Figs. 30 and 31. A more exact hardware
description could only be given after examining the trade-offs between
hardware and software in the blocks which must perform the computations.
In the receiver especially it might be possible to have one snmall
computational block which would perform the various computations needed
by changing the program used to perform the calculations. The increasing
capability in the large-scale-integration of integrated circuits should
make the blocks which perform only computations readily available as
custom designed devices. The cost of such devices should be relstively:
gmall compared to the cost of the laser and scanning system components,

The navigatlon satellite, shown in Fig. 30, works in the following
manner. The gignals from the users and the reference stations are
focused through a filter on to a high-resolution television camera.

The output from the television camera is fed to a threshold device
which makes a binary decision on each resolvable image element ag to
the presence of a user. The outputs from the threshold device and the
deflection circuits are fed to a device which calculates the picture
coordinates of the sighals detected. One possible method of doing this
is to feéd the horizontal and vertical sweep signals into analog-to-
digital converters which would yield a digital representation of the

. position of the detected signals. The conversion process is initiated
by the presence of an output from the threshold device so only the
coordinates of the detected signals are calculated. The picture
coordinates of the detected signals are stored in a series of registers
until the gscanning process lsg complete. The picture coordinates of the
reference stations and their locations will be used to compute the
location of the users from the plcture coordinate. In order to separate
the reference stations from the users, the system will have to be
calibrated at regular intervals. The interval between calibrations
will depend on the stability of the satellite.

Several methods are available which could be used to calibrate
the system and 1n addition some could be used to differentiate among
users., Since the location of the ground reference stations is very
well known, only a very narrow beam divergence is redquired thus giving
a nmuch larger signal energy. A second threshold detector also operating
on the ramera output could be used to distinguish the very large signals
of the reference stations from the much weaker signals of the users.
The threshold level of the reference station detector would be set much
higher than that of the user level detector. A second method which
could be used is to allot certaln time segments to different classes of
users. In such a system, users would be given a priority which would
determine the time segment to be used and the velocity of the user would
determine the length of time between segments. By making the segments
very long compared to the time interval between observations by the
satellite relatively inaccurate timing systems could be used. Another
method which could be used is to use several filters for different
wavelengths. Such & gystem could be implemented by placing the filters
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on a wheel which rotated in front of the camera and would require that
several different types of lasers be used. It might also be possible
to use a combination of these methods at the same time in order to
differentiate and identify particular users.

The users equipment, shown in Fig. 31, is based on the assumption
that an estimate of the current position and its accuracy is available.
While this position estimate may range from a simple estimate made by
the pilot from the velocity and compass readings since the last
position fix to the gophisticated estimate made by an inertial naviga-
tion system the principle of operation is the seme. The estimated
position and 1lts accuracy isg used to control the scanning circuits.
Depending on the accuracy of the esbimated position, one of the two
proposed scanning systems would be chosen so that only one of the
systems would be present in actusl equipmert .

The system shown operates in the following manner. The satellite
transmits the calculated location of the observed signals and the
receiver selects the one most likely to represent the user's position.
If a time division system and/or wavelength division system is used
then the user will have little trouble in recognizing his position
among the others transmitted since these methods reduce the number of
positions likely to be received by a given class of user. Once the
new position fix is obtained it must be corrected to minimize the
effects of altitude and refraction. Since the corrections must be
done knowing the height of the user and the weather conditions (temp-
erature and humidity are needed for refraction correction), the
corrections can only be made by the user. Since the position must
be known in order to make these corrections i1t may be necessary to make
the corrections using the estimated position and then make them again
using the position Jjust calculated to get a more accurate correction.
Depending on the field~of-view and the accuracy required these corrections
may be unnecessary or so small that they could be estimated at the satellite
and transmitted to the user to reduce the complexity of the user
equipment. The corrected position is then transmitted to the inertial
navigation system.

The remainder of the blocks in the user equipment diagram are
connected with the determination of the scanning pattern parameters.
The estimated position i1s used to determine the origin of the spiral
search pattern and might be called the expected satellite position.
The estimated position is also used to calculate the expected distance
from the subsatellite point which is needed to evaluate the size of the
region to be searched. The velocity, time, estimated position and type
of navigation system providing the estimated position must all be
considered in providing an evaluation of the accuracy of the position
estimate. The estimated satellite pogition, the distance to the sub-
satellite point, and the position accuracy estimation are all fed into
the scan generator which aims the beam and provides the scanning signals
necessary to perform the search pattern described in Section 3.7.2.
The complexity of the user's equipment will depend on how many of the
calculations needed can be performed by equipment already existing in
the present navigation system. If the present navigation system is
complicated and has the computational capacity needed, then the additional
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equipment will consist mainly of the laser and scanning system. Since
few navigation systems have the computational capacity needed a more
realistic approach would be to combine the navigation systems so as to
have common components which would then reduce the cost.

The optical navigation system Just described is intended to
operate in conjunction with another navigation system. The feasibility
of an optical navigation system will probably depend directly on the value
of the estimated position accuracy, since this quantity will directly
determine the size of the reglon to be searched. If the search time or’
signal energy required for the size of a typical region to be searched
is too large for the systems which might bé available in the near
future, then an optical navigation system will not be feasible.

3.8 Bignal Energy Received

In the passive case the signal-to-noise ratio could be determined
from the irradiance (incident power) due to the source and the background.
In the active case, however, the energy in the signal and the background
noise must be used since the duration of the signal and the noise will
not be equal.

3.8.1 Intensity Distribution of & Iaser Beam

To calculate the energy received at the satellite the spatial
energy distribution of the laser beam must be known. The intensity
distribution in a laser beam ig approximately the same as the
Fraunhoffer diffraction pattern due to a plane wave incident on a
circular aperture (e.g., @ lens) [54]. The conditions under which
this pattern is produced are illustrated in Fig. 32 and this situation
corresponds to a laser which uniformly illuminates an ideal lens. The
intensity distribution (or irradiance) on the plane at a given distance
is given by [55, p. 396]

{'2Jl(kea)f

I(p) = CTRoe | 1(0) (3.8-1)
| B

k = % (3.8-2)

where I(p) = irradiance at point P

7] = angular deviation from the center line
A = wavelength of radiation incldent on the aperture
a = aperture or lens radius

1(0) = irradiance on the center line at a distance ry from the
source

first order Bessel function.

Ty
'—..J
i




FIGURE 32

Plane at r=rg

. Al
Aperture of radius a"
in on infinite opaque screen
uniformly illuminated.

FRAUNHOFER DIFFRACTION BY A CIRCULAR APERTURE.
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Equation (3°8»l) is plotted in Fig. 33. The use of polar coordinates

15 indicated by the geomebry of the situation under consideration. The
Intengtty dlotributlion of IMg. 33 was qualitatively described in Section
2.3.1.

In order to avold considering the wavelength of the light being
used and the diameter of the lens these quantities will be related to
the beam divergence. The bterm "beam divergence" can be defined in
various ways but in this report it will be taken to be the plane angle
between the 3 dB or half power points exactly opposite each other on
the intensity distribution. The half power point is the point at
which the intensity is equal to half the maximum value. Using this
definition, the beam divergence can be found by solving the equation

2

2J. (x0a)
Ip_[-bl _ 1 v
(0 —L, D) =3 (3.8-3)

for © which will be equal to half the beam divergence when (3.8-3) is
satisfied. The solution to (3.8-3) is

kfa = 1.6163k (3.8-4)
or

% B 61634

il e (3.8-5)

By solving for ka this factor can be eliminated from (3.8-1) and 6

introduced in its place. From (3.8-5) b

ka = QL%QEZ (3.8-6)
b

Substituting (3.8-6) into (3.8-1) and noting that

o~ -k (3.8-7)

5

for small angles gives




T(p)
| f 1(0)

10 Eq (3.8-1) Exact
0.9
0.8
0.7F

0.6

0.5
0.4} Eq.(3.8-9)Approximate
0.3
0.2l
0.1}
0 1 T e e WY - A

FIGURE 33 INTENSITY DISTRIBUTION OF THE FRAUNHOFER
DIFFRACTION PATTERN OF A UNIFORMLY ILLUMINATED
CIRCULAR APERTURE.
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1,(0) (3.8-8)

irradiance at a distance p from the center line and 1n a

where IE(p)
plane at a distance rg from the source

%

rc’
It should be noted that if it 1s deslred to increase the beam divergence
while keeping the aperture diameter constant, & diverging lens could
be placed in the aperture. However, it is not possible to reduce the
beam divergence below the diffraction limit, i.e., the beam divergence
which would be present with no lens.

beam dlvergence_
distance to the satellite.

il

I

In order to simplify the problem somewhat, it would be desirable
to approximate the intensity distribution using simpler functions.
From Fig. 33 it can be seen that when the diameter of the region under
consideration is less than twice the beam divergence (i.e.,
X < 3. 2327), the intensity distribution can be fairly well approximated
by a straight line. The best straight line approximation (in the least-
square sense) to (3.8-8) is

I, (p) = (1.055 - 0.326k x)I,(0) (3.8-9)

a,
for 0 < x < 3.2327 and zero othervwise.

_ §5§§§Z-B (3.8-10)
b s

Fquation (3.8-9) is also plotted on Fig. 33 for comparison. A three-
dimensional plot of the approximate intensity distribution would be
cone shaped.

The fractional amount of power within a circle of radius x using
the exact intensity distribution (3.8-8) is [55, p. 398].

L(x) = 1 - Jog(x) - 3,%(x) (3.8-11)
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Substituting x = 3.2327 into (3.8-11) shows that the amount of power
within the region over which the approximation (3.8-9) is being made
is 83.2% of the total power. Hence for practical purposes the
assumption that the intensity 1s zero for x > 3.2327 corresponds to
neglecting only a very small portion of the total incident power.

The actual power incident on a given region is found by
integrating the irradiance over the desired region.” The total power
incident on the region over which the approximation (3.8-9) is being
made is

on 3.2327 '
iy = | f I(p) p dp dg (3.8-12)
“0 "o

‘In the case when I(p) is the exact irradiance (3.8-8)
Wy = 10.449 IE(O) (3.8-13)
and when I(p) is the approximate irradiance (3.8-9)

W, = 11.545 IA(O) (3.8-14)

Hence the replacement of the exact distribution by the approximate
distribution implies that a larger amount of power is incident on the
region being considered than is actually present. In order that the
total incident power in each case be equal the intensity I, (0) of the
approximate distribution will be reduced by the factor

_-10.kk9

T, = TT55s = 0.9051 (3.8-1k)
so that




which will make the total incident powers equal.

The maximum intensity Ig(0) will first be calculated under the
agsumption that no diffraction occurs. If the diffraction phenomena
did not occur, it would be expecled that the power in the projected
beam would be uniformly distributed if the power incident on the
aperture was uniformly distributed. The assumption that both the
power in the projected beam as well as the power incident on the
aperture are uniformly distributed yields & very simple solution.
Under this assumption the laser can be considered as a point source
with radiant intensity

oy
]
=

(3.8-16)

where J = rsdiant intensity in W/sr

W = power of the laser in W

Q kﬁﬁ e 2 solid angle subtended by a beam with divergence 0O,
I p b

The irradiance at a distance rS from the source is

1,(0) = L= (3.8-17)
v, Q

where IU(O) = irradiance in W/m2 under the assumption that the energy
in the beam is uniformly distributed.

Equations (3.8-16) and (3.8-17) are the radiometric equivalents of the
photometric equations (3.6-2) and (3.6-6), respectively.

The intensity at the origin would be given by (3.8-17) if
diffraction did not occur. Since diffraction does occur, the actual:
value of the intensity at the origin must be somewhat less than that
given by (3.8-17). Using the conservation of energy, the maximum
intensity can be found by equating the total power present in the
diffraction pattern to the power of the laser which gives, using

(308“‘8):

2
3.2327 p
2 o 2Jl< Qb Ty
Wy, = j f I (o) (3 EREEE A ) p dp df
0 Gb T
2 [3.2327 p)
1,(0)hn o J1 ( 6, T )
555 2 r - dp (3.8-18)
\\ Gb I‘S 0



Substituting x = 3.2327 p gives
Gb rs

Wy = 3.2321)2
eb rs

2]

but [55, p. 398]

2
e 52)

X

2 =1

0]

Hence,

IE(o)un
W o= :
T 3.2321>2

eb Ty

Solving for IE(O) gives
W 2
I (0) = X (3.2321)

In Gb rs

Rearranging (3.8-22) slightly glves

ity (3.2327)°

(e, rs)g 16

I5(0) =

(3.8-19)

(3.8-20)

(3.8-21)

(3.8-22)

(3.8-23)

but the first factor is just IU(O) using (3.7-3) and (3.8-17), hence,

IE(O) =T, IU(O)
_ (3.2327)% _
T, = ‘““Té"l‘ = 0.6531
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The above equation shows that the intensity at the center of the
diffraction pattern is 65.3% of the intensity which would be present
if the energy from the laser were uniformly distributed over a beam
of angular width Gb.

3.8.2 Approximate Intensity Distribution of the Iaser Beam at the
Satellite

The analysis just performed did not consider the effects of the
atmosphere and the optical components, and these effects must be
considered since the irradiance at the satellite will be reduced by
absorption in these components. To determine the irradiance at the
satellite, the total transmlission factor, which is the product of all
the individual transmission factors along the transmission path, will
be determined. The irradiance at the satellite will then be the -
irradiance as determined in the loss-free case in Section 3.8.1
multiplied by the total transmission factor.

The total transmission factor, which is the ratio of the intensity
distribution present to that which would be present in the absence of
any absorption or attenuation along the transmission path, is

Ty =T, T, T T, (3.8-26)

where TT = total transmission factor

Tt = 0,9 = approximate transmission factor of the optical
components of the source

Ta = 0.1 = atmospheric transmission factor from Section 3.3
= 0.9 = approximate transmission factor of the optical
components in the receiver
Tf = 0,5 = transmission factor of the optical filter (from

Table 10).

Equation (3.8-26) becomes

T, = 0.0k05 | (3.8-27)

Using the approximate intensity distribution (3.8-9) and the appropriate
correction factors the intensity distribution at the satellite is

1,(p) =, 7, T, T,(0) 1,(p) (3.8-28)
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using (3.8-15) and (3.8-24). Substituting the values of each of the
factors in (3.8-28) gives

1,.(p) = 0.0239 1,(0) I, (p) (3.8-29)
Ir(p) = 0.0239 L 5 (1.055 - 0.326kx) (3.8-30)
2 ™y
s "L

Using (3.8-10) to eliminate x gives

1, (p) = 0.0322 — <1 - E?J%?'> (3.8-31)
r 6 b s
s D
where
p< O T, (3.8-32)

One of the assumptions that was made in arriving at this result
was that the aperture or the lens on which the laser was focused was
uniformly illuminated. JIf the illumination on the aperture is not
uniform, thenh a different diffraction pattern will result. Since it
might be expected that the illumination near the edges would be less
than that at the center of the aperture, the diffraction pattern in
this case will be examined. If the normalized illumination on the
aperture has the form known as the inverted parabola type of
illumination

F(p) = [1 ; <%R)2}n (3.8-33)

where F(p)

i

normalized irradiance on the aperture

p = radial distance from center of the aperture
D = dilameter of the aperture
n = form factor;
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then the diffruction pattern is glven by [56]

- 2
T eq (%)
n+l
I(x) =| ¢, ——‘r;;i—J (3.8-34)
x
where I(x) = normalized irradiance in the diffraction pattern
X = radial distance from the center of the pattern
CI.1 = 3 constant
(co =2,C =8,C, = 48, etc.).

In the case of uniform illumination n = 0. EFach of these diffraction
patterns is very similar to the one in Fig. 32. If the aperture
illumination was significantly non-uniform, then a larger value of n
could be chosen to more closely approximate the actual distribution.
The choice of a larger value of n would only require changing the
constants involved in the analysis and not the method used. As n
increases the triangular approximatior to the diffraction pattern would
become wider and the intensity at the origin would decrease. When

n = 2 for example the pattern would be about 33% wider at the half
power points and the intensity at the origin would probably be reduced
by a similar amount. The fact that the actual distribubtion of energy
may Dbe somewhat non-uniform would not introduce changes significant
enough to change the conclusion on the feasibility of an optical
navigation system, however.

3.8.3 Total Signal Energy Received

Now that the approximate form of the intensity distribution in the
laser beam has been found, the total energy received can be calculated.
The energy received per unit area is normally denoted as the "exposure"
and is equal to the time integral of the irradiance. Assuming that the
objective lens is small enough so that the irradiance is constant over
the area of the lens the received energy is the product of the objective
ared and the exposure. The exposure will be determined from the
approximate intensity distribution and the motion of the laser beam
as 1t was described in Section 3.7.2.

To determine the signal. energy received the motian of heam as it
scans over the satellite must be known. Since the signal energy
received will not be the same for all possible paths, the path which
represents the worst case will be chosen. Hach of the circular
scanning paths (see Fig. 29) is separated by an angular separation of
0y, but since the actual width of each beam 1s 20y the energy distribution
along each path overlaps with the previous and the following path. In
Fig. 29 the beam from the laser was assumed to be uniform so that the
circles representing the beam actually represent the half-power point
of the actual energy distribution in the beam. The worst possible
position at which the satellite could be located would be halfway
between two of the circular scanning paths. In this position, i1llustrated
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in Fig. 34, the beam intensity would be least and the beam would be
incident on the satellite for the shortest period of time. If the beam
scanned across the satellite in any other manner the intensity would be
higher and the duration would be longer. A higher received signal
energy would occur if the satellite were closer to the next scanning
path since the intensity and duration would be greater on the following
scamning path. The case in which the satellite is located halfway
between two of the circular scenning paths thus represents the situation
in which the sighal energy received is the least and the system must
operate in this situation in order to perform reliably.

To determine the exposure in the worst cdse, the irradiance along
the path Jjust described must be found. Since the irradiance has been
determined 1n polar coordinates, if the radial distance to the center
of the distribution is found as & function of the position along the
worst-case path then the irradiance desired will be known.

If the beam divergence, 6y, is much smaller than the  size of the
reglon to be searched, Op, then the worst-case path will approximately
be a straight line and, from Fig. 35,

t
go— = [0.25 +<~9——%:-> | (3.8-35)
b s b s
where p' = distance along the worst-case path.
And
B }
o < B o =, (3.8-36)

Substituting (3.8-35) into (3.8-31) gives the approximate irradiance
distribution along the worst-case path.

2
I(p*) = 0.0322 —»—-éﬂ—é- 1 -\/0.25 + (ep; ) (3.8-37)
e'b rs bs

Eguation (3.8-37) represents the intersection of & plane (the straight
line path) and a cone (the irradiance distribution) which is the hyperbola
plotted in Fig. 36.

To calculate the exposure, the irradiance must be expressed as a
function of time. The scanning motion was assumed to move with a
constant tangential velocity in the plane of the satellite and under
this assumption
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p' = vt , (3.8-38)

where p' = distance along worst-case path
v = velocity (see Section 3.7.2)
t = time.

The irradiance on the satellite is therefore

9 i

RS Y A o
Ir(t) = 0,0322 ——5;—5 \1 - \0.25 + (6 = > | (3.8939)
N /

A (e}

and the éxposure will be glven by
E = f 1.(t) at (3.8-40)

where the time integral must be evaluated over that period of time in
which the beam is incident on the satellite. The total distance
which the beam moves while it is incident on the satellite (along the
worst-case path) is \[3 rg6, and since the beam moves at a constant
velocity the total duration of the signal is

) \BVrseb‘
- v

T (3.8-k1)

Since the irradiance is an even function over symmetric limits (3.8-40)
becomes

T R w2

E = 0,0322 2 1 - \0.25 + (% \ dt (3.8-42)

52, 2° ] or. )
b Ts 0 b/

el L=

Rearranging (3.8-42) slightly to simplify the integration

T
B 6. r 2 .
W v b's 2
E = 0.06hk - f - 5 Nj( = ) +t° |dt (3.8-43)
b ¥s "o b's
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which can be evaluated using [57, p. 56)

v (xg 2)1/2 + %; In(x + (x2 + 8° 1/2) (3.8-4k)

J

+a )

1/2 _ x(x> +.a
- 2

Using (3.8-44) and (3 8-41) the integral (3. 8 43) becomes, after some
manipulation,

E = 0.0322 1 | V3 _ (2 +\3 (3.8-45)
' v@br 2 .
or
: W
E = 0,0175 (3.8-46)
ve., r
b e
, 2
where E = exposure in J/m
W = laser power in W
v = tangential scanning velocity
eb = beam divergence at the half-power points
r = distance to the satellite in m.

S

As a check on the result the intensity distribution of Fig. 36 was
approximated by a triangle (indicated by the dashed lines) and the
exposure was determined. Using this approximation the constant in
(3.8-46) was found to be 0,0139 which tends to confirm the result
found using the exact distribution.

Using the assumption that the irradiance is uniform within the
area of the objective lens the received signal energy in the worst-case
is ‘

J = FA (3.8-47)

or

= 0.0175 “Ar (3.8-48)

b 8

oy
!

where J is the signal energy received in J. Since the projected beams
along adjacent scanning paths overlap the actual energy received in
the worst-case would be twice that obtained by using (3.8-48), if the
scanning motion were perfect. The motion of the user and imperfect
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mechanical components, however, will tend to introduce perturbations in
the circular scanning pattern so that instead of multiplying (3.8-48) by
two, a value of 1.5 will be used to compensate for the perturbations of
the scanning motion. Hence,

_0.026 WA

T - o (3.8-49)
b "s

In order to introduce the parameters of the navigation system into
(3.8-49), the tangential scanning velocity will be eliminated using
(3.7-19) and (3.7-20) giving

0.026  WAT
J = 3 5 ,(3'8-50)

2n T 2 s'n2 ( T c c 2
‘Te Bln ) cosee (T

or
-3 6,
4,2 X 10~ WAT sin (7?)
J = 3 (3.8-51)
2 o1 2/(°T
I‘S n T
where T = gsearch time
GT = divergence of the region to be searched given by (3.7-13)
Gb = beam divergence.

This expression is valid provided the scanning path can be approximated
by a straight line and this condition is satisfied if Gb << GT. The
implication of this requirement is that at least five or more revolutions
of the source beam should be required in order to cover the region to

be searched. If the region to be searched is so smsall that only a few
revolutions of the source would be required then it would be more
advantageous to increase the source power and beam divergence and
eliminate the scanning equipment altogether.

In the case when the region to be searched is small enough to avoid
scanning the region the irradiance incident on the satellite will be given
by (3.8-31) but the value will be constant over the duration of the
signal assuming a rectangular pulse. In order to glve a reasonable
signal strength over the entire region to be searched the beam divergence
will be set equal to the divergence of the region to be searched, i.e.,
0y, = Op, so that the region in which the satellite should be located is
within the half-power points of the projected beam. The irradiance in
the worst-case will be when the satellite is located at the half-power
points so that, from (3.8-31)




I, = of0161 -3 (3.8-52)

and assuming a rectangular pulse the received gignal energy will be

0. OL61IWAT
J = —-—————-—*-2 5 (3'8"53>

o eb
where J 1s the received slgnal energy in joules.

The fact that (3.8-51) implies that 6y should be large and (3.8-53)
implies that 6y should be small in order to obtain the same result may
seem contradictory. It should be noted, however, that these results
were derived under two different sets of circumstances and (3.8-51) is
applicable only when 6y << 6p and (3.8-53) is applicable only when 6y
is greater than the diffraction limit. The implications of (3.8-51)
are that if a scanning system 1s to be used then the value of 6y should
be chosen as large ag possible. 1In other words in the trade-off
between the number of revolutions of the scanning beam required and
the beam divergence, a higher received signal energy will result if
the beam divergence 1s increased to keep the number of revolutions
required to a minimum. In a system in which the beam divergence is
increased to cover the desgired region of the sky.the minimum value
which the beam divergence can have is 6y and in both systems the
minimum beam divergence is given by the diffraction limit.

Now that the signal energy received can be determined in terms
of the parameters of the navigation system, the signal-to-noise ratio
can be determined. The feasibility of the active optical navigation
gystem will be determined from the signal-to-noise ratio which can be
expected for & typical set of nuwvigation system parameters. As in the
passive case thls analysis will illustrate the interdependence between
the various system parameters and determine which are critical.

3.9 Analysis of the Signal-to-Noise Ratio in the Active Case

To analyze the feasibility of an active optical navigation system
the signal-to-noise ratio under typical conditions will be examined
as 1t was in the passive case. The signal-to-noise ratio which will
be used is the ratio of the varistion in the energy received on a
resolvable image element due to the presence of a signal to the varia-
tion in the energy on an image element due to variations in the background.
The same definition was used in the analysis of the passive case.

3.9.1 Image Analysils

As was done in the passive case and will be done in the active case
the method of analysis will be based on an analysis of the image
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available to the detector and not the combination of the two. While
technological advances are continually improving the detectors
available, e.g., [59, 60], if the image available does not have
sufficient quality then no detector improvements will change the
situation. An extensive analysis of the relationship between the

image and the image detector has been made by Schade [25,62]. It is
shown that the presence of noise in the detector and the quantum
limitations of the photosensitive surfaces used for detection will
reduce the resolution in the resulting signel which represents the
original image. In a detector which consists of a number of cascaded
stages of the same type, such as an electronic image intensifier, the
resolution will deteriorate directly with the square root of the

number of stages used [62, p. 84]. Hence in a system in which resolution
is very important, the least number of photosensitive surfaces possible
should be used in the detector. In addition special consideration must
be given to uniformity in the photosensitive surfaces so that an

image of uniform quality is produced.

An optical image can be analyzed in several ways but in this
situation the analysis will be based on the changes which occur in the
nonuniform background. Since background variations presented a major
problem in the passive case it 1is reasonable to suspect that background
varlations will also cause problems in the active case. It is also
reasonable to expect that clouds will again be the major cause of
variations in the background because of their radically different
optical properties. A major problem in designing optical systems
which operate in the presence of nonuniform backgrounds is to provide
sufficiently strong signal, "... so that the peak signal due to the
field moving from one element of background to another will exceed the
target contrast signal only in some minor, acceptable portion of the
time... It is to be realized in the foregoing that no consideration has
been given to optical gain, cell noise, cell sensitivity, system noise,
etc. The above is a criterion only for the ability to recognize a
probable target signal from background clutter." [63] Thus to analyze
an optical gystem wlth a nonunlform background the magnitude of the
slgnal variatlon must be compared to the magnitude of the variations in
the background and this is exactly what the signul-to-noise ratio
defined previously 1s expected to do.

3.9.2 Albedo Variations and the Variational Noise Power

In order to determine the variational noise power on each resolvable
image element the causes of the variation must be known. The primary
variations in the background are due to the changing reflecting properties
of the weather formetions which are present in the image background.
Although the steady-state solar irradiance is modulated by 0.1% [64]
due to changes inthe sun's surface the primary variations in the
background are due to changes in the albedo, the average reflectance,
and these changes are caused by both spectral and spacial variations.

"It is important to note that for a receiver with spectral widths of
100 angstroms or less, looking at only part of the planet, the

published (albedo) values may be considerably in error, perhaps by as
much as a factor of three, as a result of geographical and spectral
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variations in albedo" [37, pp. 269-270]. It is important to note that
the reflectance values given for various backgrounds may or may not be
the same as the planet albedo, depending on the type of measurements,
due to the properties of the intervening atmosphere.

A study of the date available on the spectral and spacial
variations of the albedo indicates that a very wide range of values
will be encountered, but that the greatest variations will exist
between clear and cloudy areas [65]. One source states that the albedo
varies linearly from 0.17 to 0.70 according to the fractional amount of
cloud cover with the larger albedo value being associated with 100%
cloud cover [66]. The simple linear relationship is only valid for
moderate amounts of cloud cover and represents the average value over
large areas. In a recent series of articles, the albedo of clouds was
calculated theoretically and under various conditions it was found that
the albedo can vary from almost zero to over 0.8 [67-69]. Similar
variations in the cloud albedo were reported previously [32, p. 7-5].

A summary of the measured date on the albedo of various types of clouds
and for clear areas is given in Fig. 37 [70, p. 75]. Theoretical
calculations have given an even larger range of values for the albedo
over clear areas [71] but satellite measurements seem to confirm the
results of Fig. 37 which give relatively low values for the albedo

over clear areas [72]. So far no mention has been made of the spectral
variations of the albedo but it has been found that the reflectance of
clouds is relatively constant spectrally [73, p. 30] so that the
variations given in Fig. 37 can also be assumed to indicate the
magnitude of the spectral variations.

From the data presented it is justified in assuming that the
variation in the albedo can be taken as 0.8 for small spectral regions
and small observed areas. The variation in the background noise power
on an individual image element can then be determined using (3.5-6) by
replacing o, by Aoy, which is the variation of the albedo at a given
wavelength. Using the same assumptions as were used to derive (2.7-10)
the variational background noise power on each resolvable image element
can be determined from (3.5-6) by multiplying by the objective area and
dividing by the number of resolvable image elements. OSince & very
narrowpand filter will be used to filter out as much of the background
noise as possible, the variational bvackground noise power will be the
sum of the variation of the energy in the filter passband plus the
variation of the energy in the filter stopband. Under these assumptions
the variational background nolse power on apn individual resolvable image
element is:

A / fated
A . 2/aD i 2/ GCD
Py = =5 ;[IT Ty Ps g S 5 ) * I £,(1-p,) = sin (21‘ ”
N - e LT e
(3.9-1)

or

- 119 -




CLOUD TYPE

Cirrus )
Cirrostrotus /////////
Altocumulus /// //%

Stratocumulus

Cumulonimbus

Cumulus V////él

Clear (over land) %
Clear{over water) %‘

O 04 02 0.3 04 05 06 07 08 0.9 10
Reflectance

FIGURE 37 SUMMARY OF THE PROBABLE SPREAD OF
REFLECTANCE FOR VARIOUS m.ouos.[m]

-~ 120 -




fi%e]
I —a% sin’ <g§9>[ fp P fs(l—ps)] (3.9-2)

e

where PN = variational noige power on an individual resolvable image
element
A = area of the objective lens
IT = total noise 1lrradiance from Fig. 23
Aax = 0.8 = change in the albedo which can be expected for
different backgrounds
o = 0.4 = average albedo used to derive results in Pig. 23

GCD = diameter of the observable regilon

= radius of the earth

e
f = fractional amount of energy passed for wavelengths in the
P filter passband
Py = fractional amount of IT which is present in the passband (from
Fig. 22 or (2.5-1))
fS = fractional amount of energy passed for wavelengths in the

filter stopband.

Since the worst-case value will be used for this calculation IT 10 W/m

and substituting for fp and f_ , the values found in Table 10 gives

-
P, = 29% sin” <GCD> Lo .5p, + 1.0 X 10 "2 (1-p )] (3.9-3)
N

Note that pg is the only wavelength dependent quantity so that the
expression in the brackets can be evaluated as a function of wavelength
and the worst-case value chosen. A conversion factor can then be
found to convert the worst-case value to the value at the desired
wavelength. The wavelength dependent quantity

a(x) = 0.50_ + 1.0 X 10‘5(1-98) (3.9-4)

was calculated for the typical filter found in Table 10 and assuming
that the background noige had a spectral distribution corresponding to
that of & 6000°%K blackbody. The results of this calculation are given
in Pig. 38.

The wavelength at which the worst-case value occurs can be found
by using (2.2-3) which gives A = 0.48u for the wavelength at which the
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maximum noise power occurs. All calculations will therefore be made
using the value q(0.48) and a conversion factor will be .used for different
wavelengths. Hence,

Py = gig s;n2 (g%f) a(0.48) . (3.9-5)

or

. -3
_1.38x107A 02 (GCD)

N N2 zre

(3.9-6)

Since the ultimate use of (3.9-3) and (3.9-4) will be to evaluate the
gsignal-to-noise ratio and the nolse power appears in the denominator,
the conversion factor will be defined for converting the signal=to-noise
ratio rather than the noise power. The conversion factor, k, is

defined as

0,48

k = =7 (3.9-7)

and is plotted in Fig. 39. The signal-to-noise ratio as a function of
wavelength is found by multiplying by the conversion factor, k, while
to find the variational noise power as a function of wavelength, it is
necessary to divide by the conversion factor k.

3.9.3 The Signal-to-Noise Ratlo Under Typical Operating Conditions

One use of an optical navigation system would be to provide checks
on the less accurate navigation systems carried by the users. A typical
example of this would be to provide position up-dates to inertial
navigation systems. Another use would be to eliminate blunder errors
or cycle~slipping errors which occur in electronic navigation systems.
To calculate the signal-to~noise ratio some assumptions must be made
on the accuracy of the & priori knowledge the user has of his position.

Three sets of navigation system parameters have been chosen to
represent low, medium and high accuracy systems. The choice of these
parameters has been made so that they realistically represent some of
the navigation systems now in use. The three systems which will be
considered are given in Table 12 along with the parameter values which
wlll be used. Actual navigation systems which might be used in
conjunction with the optical navigation system to give the parameter
values stated are also given. For simplicity the angular errvor in the
heading, AGC, and the angular error in the horizontal reference, AOH,
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+
Systems Which Might

System Accursacy Parameters Produce This Accuracy References
Low dd = 30 km Inertial¥ Th
Doppler Ip)
CONSOL 77
AGC,AGH = 1.5? Doppler 75
Optical and Infrared 61, pp. 55h4-
Techniques 563; 80
Med Lum’ dh = 10 km Inertial¥ T4
LORAN-C 78
Dectra 79
A6 500, = 0.3° Optical and Infrared 61, pp.55k-
Techniques 563;81;82
High dp = 1 km Inertial¥ h
Decca 76, p. 345
Omega. 76, p. 347
AGC,AGH = 0.,05° Optical and Infrared 61, pp.55h4~
Techniques 563; 83

Table 12

NAVIGATION SYSTEM PARAMETERS

will be considered to be equal. Note that the error in the horizontal
reference could actually be the error in the determination of the local
vertical since either of these could be used as a reference. In addition
it 1s also assumed that the errors given are the maximum errors which

cen be tolerated by the optical navigation system and that they occur
independently with no preferred velues.

Now that the accuracy of the a priorl knowledge of the user's
position has been determined by specifying the navigation system
parameters, the signal-to-noise ratio can be calculated. The two
cases which will be considered are the circular scanning pattern,
where the received signal energy ls given by (3.8-51), and the case
where the beam divergence is varied and the recelved signal energy is
given by (3.8-53). The variational nolse energy is equal to the
variational noise power (3.9-6) multiplied by the shutter time

-3
_1.38 X 10 . 2 (G
EN = __.ngg____— ATO sin (ET—"> (3.9-7)

e

Depending on length of time between position up-dates.
+ Many other methods are also in use (e.g. magnetic compasses).
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where T, is the shutter time in sec. The slgnal-to-noise ratio in each
case can be found by dividing the received signal energy by the variational
noise energy to give:

3. OW'.['N2 sin (2)
SNR = » (3.9-8)
T {r sin( ) sin (QQ_ ]
ol s 2
in the scanning beam case and
SNR = 11.7 WTN2 (3.9_9)

r . racp\]?
TO{ I‘S eb sin ('é—r—-\}
- v e/

in the variable beam divergence case. Since the signal energy and

noise energy are both directly proportional to the area of the objective
lens, this factor does not appear in the signal-to-noise ratio. It
should be noted, however, that it was assumed that the majority of the
signal energy would be focused on one individual image element so that
the resolution of the objective lens mustibe greater than that of: the
television camera. . The same situation was encountered in the passive
case where the lens diameter was restricted by (2.2-8). In the active
case this restriction is given by (3.4-2), which is plotted in Fig. 21,
and the lens diameter must be equal to or greater than the value that
satisfies (3.L4-2). .

In the scanning beam case it will be assumed that the scanning
motion 1s completed during the length of time the shutter remains open.
Normally, this would require synchronization between the user and the
satellite, but if the scanning motion is repeated many times, then
synchronization ig not required. This statement is equivalent to
saying that the spiral scanning motion depicted in Fig. 29 can start
at any point on the spiral but the entire spiral must be covered once
within the shutter time. Under this assumption the time factors in
(3.9-8) can be cancelled to give

3.0 WN2 sin (_9:2)

2

SNR = 5 5 (3.9-10)
. T\ . [GD
[I‘S Sin (-j—l-_) sin (_2—12[‘

which is valid provided the user and satellite motion is small (see
Section 2. h) In the variable beam divergence case it is also possible
to make the same assumptions provided the laser is on for a period much
longer than the shutter time. In this case, however, the time factors
will be retained since 1t would also be possible to use a very high
power pulse laser. If the signal duration were much smaller than the
shutter time, then the problem of synchronization would be minimal.
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‘This would be esgspecially true of the shutter time were on the order

of 0.1 sec (as in Section 2.4) since relatively low accuracy clocks
could be used, and considering that many of the high power pulse lasgers
put out pulses as short as 10-12 gec.

To determine the total beam divergence required (3.7-13) will be
used but if A6, and APy are small then this equation can be approximated

by

Op = Opp * \ﬁAec)? + (AGH)2 (3.9-11)

where Opgp is obtained from Fig. 27 or (3.7-1). Substituting in the
values from Table 12, the following results are obtained:

Low s Op = 0.317 +2.12 = 2,437°
Medium: 6 = 0.106 + 0.42k = 0.53° (3.9-12)
High: 6y = 0.0106 + 0.0707 = 0.0813°

Note that the major component of the total beam divergence is due to
the angular reference errors so the restriction on the solid angle to
be searched in Fig. 27 1s not satisfled. In this case Op must be
" substituted in (3.7-2) or {3.7-3) to find the solid angle to be searched.
In deriving (3.9-8), it was assumed that 6}, << 6y but to increase the
signal energy 6y should be as large as possible. As a reasonable compromise
in this case Gb will be taken as

o’
5™

(3.9-13)

's0 that 6y is much less than Op, but is as large as possible. This
result was reached by considering that when 0y and 67 are related by
(3.9-13) a total of five revolutions of the search beam will be
required and this is the minimum number required for the assumptions
used for (3.9-8) to hold (see Section 3.8.3).

The signal-to-noise ratio in the scanning beam case, glven by
(3.9-10), is plotted in Fig. 40 for the three navigation systems being
considered. Note that from Fig. 21 an objective diameter of 1 m is
sufficient to satisfy (3.4-2) for all values of the parameters used
in Pig. 40. The signal-to-noise ratios given in Fig. 40 were derived
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under the assumption of a 1 watt source operating at a wavelength of
0.48u. Operation at a longer wavelength can improve the signal-to-noise
ratio by a factor of 5 (Fig. 39) and a laser power of 20 watts is not
unreasonable so that the signal-to-noise ratios in Fig. 4O can be
improved by a factor of 100. Even this improvement, however, is
insufficient to yleld an image of sufficient quality for any reasonably
large area. :

The signal-to-noise ratio for the variable beam divergence case 1is
plotted in Fig. 41. By comparing the results in Figs. 40 and 41 (or by
dividing (3.9-8) by (3.9-9))it will be found that the signal-to-noise
ratio for the scanning beam cage is always less than the signal-to-noise
ratio for the variable beam divergence case for equal system parameters.
Hence, it has been shown that spiral scanning will always be less
efficient than increasing the beam divergence when a given conical
region must be covered. If it is assumed, as in the previous case,
that the signal-to-noise ratio can be improved by a factor of 100, then
a sufficiently high quality image can be obtained for the medium accuracy
navigation system if N = 107 and GCD = 5 X 103. The values chosen for
N and GCD correspond to the number of television lines which can be
expected for the high resolution television cameras which will be
available in the near future and the great circle distance corresponds
to a Tield-of-view of about 8° which is sufficient to cover most of the
North Atlantic. These parameter values correspond to the values of the
typical optical navigation system which was postulated in the passive
case. To use Fig. 41 to find the signal-to-noise ratio in the case of
a pulsed signal, it is necessary to multiply the results in Fig. 4l by
the source energy (WT') and divide by the shutter time T,

3.9.4 The Signal-to-Noise Ratio at the Detector Output

The results obtained in the previous section indicate that under
certain conditions the image received at the satellite is of sufficient
quality to consider whether or not a detector is available which could
reliably reproduce the received image. To answer this question the
signal-to~-noise ratio at the detector output will be examined to see if
a reliable determination could be made as to the presence or absence of
a user's signal. Note that the definition of the signal-to-noise ratio
which will be used in this section is not the same as that used previously
and will correspond much more closely to the commonly accepted
definition of a signal-to-noise ratio.

The signal-to-noise ratio will be defined as the ratio of the peak-
to-peak signal divided by the rms noise which is [84]:

1/2
L ) F, (3.9-11)

-current generated at the photocathode

I

where I

e = 1.6 x 10727 ¢ = electronic charge
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Fy

The photocurrent cén be determined from the irradiance using the radiant
sensitivity of the photosensitive surface.

i

bandwidth of the video amplifier

a function of the detector parameters.

il

I=pI 4 (3.9-15)
where B = radiant sensitivity in A/W
I, = incident irradiance given by (3.8-52)
A = area of the objective lens.

The parameter Fo is a function of the detector's ability to store the
information present in the image and derive a useful video signal from
that information. The maximum value of Fp is one and a typical value
for practical detectors is 0.5 [84]. Using (3.9-15), (3.8-52) and the
values of F, and e, the signal-to-noise ratio becomes

S

g, 1/2
_8.85 x 10 (@AW) (3.9-16)

Ty GT B

A typlcal wvalue for the radiant sensitivity of a relatively high
sensitivity photosensitive surface in the region 0.4y to 0.8 might be
0.05 A/W [85, p. 88] but values four times this can be achieved. It
will be assumed as 1t was previously that the objective lens diameter
is on the order of 1 meter so that the signal-to-noise ratio becomes,
after substitution of the synchronous altitude,

o2yt S

Since it was found that a reasonably high quality image could be obtained
for the medium accuracy navigation system, the value of Op will be taken
to be 0.0l rad (~ 0.57°). Since the images will not change significantly
during a period of several seconds the total time taken to scan the

image can be relatively long. It will be agsumed that the time required
to scan the image is 10 sec and with N = 10" TV lines the bandwidth
required is 5 MHz (from Fig. Bl). The signal-to-noise ratio under these
assumptions 1is

S = 0.22 NW (3.9-18)
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In order for a binary detection system to work reliably the signal-to-noise
ratio must be much greater than one which implies, using (3.9-18), that

an average power on the order of several kilowatts would be required.

Even the high accuracy system with Op an order of magnitude lower would
require several hundred watts of power for a reliable signal.

The very simple analysis used to obtain the signal-to-noise ratio
is probably not very accurate for small signals. However, the use of a
more sophisticated analysis would probably yield an even worse result
since the more complicated models teke into account additional sources
of noise which were not considered in the equation used. In addition the
more complicated models require an increase in the signal strength as the
gpacial resolution in the image is increased whereas in the simple
model used to derive (3.9-1&) the resolution entered the problem only
through the bandwidth. It should be noted that the 2W laser which was
detected on the moon by the Surveyor spacecraft had a beamwidth on the
order of microradians and the video bandwidth was of the order of a few kHz
so that a useable signal-to-nolse ratio was obtainable with very little
power.

7 In the case of very high peak power signals the total energy received
must be considered. Using (3.8-53) and recognizing WT as the source
energy the received energy is

0.0161 JS A
J = ——75—75— (3.9-19)
r 2]
s T
. -~ O
or, using 6 = 0.537,
J = 1.46 x 107% JA (3.9-20)

where Jg 1s the output energy of the source and A is the objective lens
area. 1t has been reported that it is possible to detect a signal with

an energy density of 2 x 10~10 J/m? [86]. The energy density of the signal
at the input to the image detector may be found by dividing the total
energy received (3.9-20) by the area of the detector

3 1.46 X% 10'15 JSA
U == = (3.9-21)
a

A4

where U is the energy density and Aj is the area of the detector.
Considering the area of typical components, the ratio A/Ad may be on
the order of 150 so that

- 132 =~




13

U=2.2X10 3 (3.9-22)

and a detectable signal might be produced with a laser energy output on
the order of several hundred joules. While pulsed lasers are available
with an output energy of this order of magnitude, their cost is likely
to be on the order of $25,000 and up [39, p. 123]. In addition the
wavelength at which many of the very high energy lasers operate is
1.06u and the radiant sensitivity of most of the photosensitive
surfaces available is about two orders of magnitude less than the
sensitivity in the visible region.

3.10 Conclusiong on an Active Optical Navigation System

The feasibility of using an optical navigation satellite with
active users can be evaluated using the results presented in Sections
3.9.3 and 3.9.4. PFirst of allit must be pointed out that the active
optical navigation system cannot be considered as a replacement for
existing navigation systems. The optical navigation system is only
capable of improving the accuracy of an existing navigation system
because the source. power required to provide & usable signal when the
user does not have a fairly good i1dea of his position is much toc large
to be practical. The success which has been achieved in using low
power optical sources to transmit signals over very long distances has
- required extremely accurate aiming of the source. In the case of the
laser which the Surveyor spacecraft detected,the accuracy required in
aiming the laser was on the order of 2-4 secs of arc [51). For the
purpose of navigation it must not be a requirement that the laser be
aimed wvery accurately since this would imply the user already knew his
position,

The operation of the actlve optical navigatlon system depends on
the ability of the user to estimate his position with some known degree
of accuracy and then increasing the beam divergence of the optical source
to overcome this inaccuracy. One of the major results of this section
was the development of the relationship betweeh the accuracy of the
a priori knowledge of the user's position and the beam divergence of
the source required to overcome this inaccuracy to ensure reliable
reception of the user's silgnal. In order to be practical the optical
navigation system must be able to take a relatively inaccurate estimate
of the user's position and refine 1t to a much more accurate result and
do this with equipment that would cost less than other types of equipment
capable of achieving the same final accuracy.

The emphesis on the analysis used in this section has been to
analyze the image avalilable to the detector in terms of the various
system parameters. The problem as in the passive case was to achieve
a sufficlently high quality imesge so that the user's signal could be
reliably distinguished from changes in the background. The results of
this analysis showed that if a region of given angular size must be
considered then a larger recelved signal energy will result if the beam
divergence of the source ls increased to cover the desired region rather than
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scanning the desired region with a beam of smaller size. After
determining the conditions under which a reasonably high quality

image could be obtained the detector required to convert the image

into electrical signals was considered. The video bandwidth required
to reproduce the image was very large and a considerable amount of
internal noise was present which caused a large reduction of the signal-
to-noise ratio at the output of the detector.

The results obtained in this section showed that the maximum
possible beam divergence which could be used and still obtain a
reasonable signal was on the order. of 0.5°, This is the beam divergence
required when the user already knows his position to be within a 10-km
diameter cilrcle and has a vertical reference and compass heading
accurate to within 0,30° Although it was found that it would be
impossible to detect the signal from CW lasers of average power under
these conditions it would probably be possible to detect the user's
signal with a pulsed laser with an output of several hundred joules.
Although such lasers are available their wavelength of operation is not
in the region where the highest sensitivity photosensitive surfaces
operate. With the resolution obtainable in the television cameras
which will be available in the near future it should be possible to
reduce the error in the user's position from 10 km to 1 km if the user's
signal can be detected. The cost of the user's equipment for such a
gystem would probably be in excess of $100,000. The limited conditions
under which any improvement in the position accuracy might be obtained
make the use of an active optical navigation system economically
unjustifiable. ’ ‘
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L,0 ADDITIONAIL ARFAS OF STUDY

The primary purpose of this study has been to analyze the problem
of detecting the user's signal. The lack of suitable detectors has made
it unnecessary to investigate certain other piroblems which would have
been .considered if the optical navigation system was feasible.

4,1 System Calibration and Distortion

All televigion cameras and optical systems have certain inherent
distortions and nonlinearities. In order to use a preselected set of
signals as reference polnts in the television picture, these nonlinearities
and distortions must be removed. Since the position of the user is
assumed to be related to the position of the signal in the image by some
ideal geometrical relationshlp any deviations from this ideal relationship
must be recognized and corrected. The removal of distortion and
nonlinearities from television pictures has been accomplished using
calibrated reference images [87, 88]. A detailed study would be necessary
to determine 1if the residual errors were small enough to be neglected
and the relationship between the various errors and the total system
error would have to be determined.

k.2 Beam Broadening

Since scattering and atmospheric turbulence produce a spreading
of the laser beam [89], the beam divergence used for calculations in
the ideal case may have to be ilncreased to take into account the beam
divergence which is actually present at the satellite. For high
altitude users it is not expected that any correction of the beam
divergence would be necessary.

4.3 Computatlional Scheme and Refraction Correction

In order to compute the position of the user a relstionship must
be found between the user's position coordinates on the earth and the
position coordinates of the user's signal in the television camera image.
The reference signals in the image and the position of the reference
stations would provide a common reference point in each coordinate
system. The complexity of this coordinste system transformetion will
determine to a great extent the computational capacity which must be
built into the satellite. Since the image at the satellite will contain
no information as to the altitude of the user the coordinate transformation
will have to be made on the basis of one reference altitude and the
user will have to correct the position received according to the deviation
from thils reference altitude. It will also be necessary to determine
the amount of atmospheric refraction which will occur at the reference
altitude under standard conditions of temperature, humidity and pressure.
It would then be necessary for the user to correct the amount of
atmospheric refraction assumed in the calculatims if significant
deviations from the reference altitude and standard atmospheric
conditions occured. In this case it 1s also expected that high altitude
users would not have to make any significant corrections.
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h,4 Identification

The operation of the optical navigation system described is
dependent only on the detection of the user and not identification.
Under these conditions the user would be required to determine which
of the detected signals, and corresponding locations, correspond to &
particular user. Assuming that there are only a few users and that
position determinations are not redquired very frequently then the
probability of having more than one user debected at a time is small.
If the positions. of the users detected are sufficiently far apart then
a parbticular user should be able to decide which position is his. If
the users are close together or separated in altitude only then the
identification problem becomes more important. One possible solution
would be to assign particular users a certain time block to use the
satellite or to use several different wavelengths along with a
corresponding filter at different times. The solution to this problem
for many users requiring frequent position determinatims is not evident
and may not be readily solved.

4,5 Other Systems

The active system being consldered is not the anly possible system
configuration which could be used. One possible alternative would be to
put the optical source in the satellite and have a camera in the user
which detects the signal produced. This possibility was rejected since
the background noise problem would be much worse and would require the
user to have the more expensive equipment which is a definite disadvantage.
Although optical signalg have been detected from satellites it was only
possible to detect these signals at night [90].

Another possible alternative would be to have a retroreflector
mounted in the satellite similar to the laser reflector left on the
moon during the Apollo misgion. The user would then aim a laser at a
portion of the cky and look for a reflection from the satellite whose
position is accurately known. The return signal from the satellite,
however, would be extremely hard to detect since only a very small
fraction of the energy transmitted would be reflected; the reflected energy
would be inversely proportional to the fourth power. . o
of the distance from the user to the satellite. 'The aiming of the
laser would have to be extremely accurate for such a system to work. It
would also have the additional disadvantage that the user needs two expensive
components, the optical detector and the laser, while the satellite would
be relatively inexpensive. Other optical system configurations might be
possible but in each case 1f a laser is used then it must be aimed as
accurately as possible and if an incoherent source is used then the
background radiation from the sun will almost certainly obscure the
signal during daylight hours. The use of low-altitude satellites has
not been considered because of the number of satellites that would be
required for continuous coverage and the fact that both the signal and
the. external noise would increase in the same proportion as the . altitude
of the satellite was decreased.
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5.0 RESULTS AND CONCLUSIONS
5.1 Resume of the Principal Objectives of This Study

The objective of this report has been to analyze the use of infra-
red and optical techniques in a navigation system using synchronous
satellites. The method of analysis has been to analyze the optical
image which would be available to the detector under typical operating
conditions to determine if a user's signal could be reliably detected.
By concentrating the analysis on the image avallable and not the
detector 1tself, it was hoped that it would be possible to determine
the feasibility of an optical navigation system from a theoretical view-
point without relying too heavily on the current state of optical
technology. This goal was realized to & certain extent but 1t was
necessary to assume that the detector could resolve a certain number of
individual image elements.

Two different situations were considered. Pirst, it was assumed
that the satellite would detect the infrared energy emitted by the
user's engines and use this information to determine the user's position.
In the second case the users would be equipped with high-power optical
sources which would be aimed in the general direction of the satellite
and these signals would be used by the satellite to compute the user's
position. The two cases were denoted, respectively, as the passive
casge and the active case. The satellite is equipped with a high
resolution television camera and a binary decision is made on each
resolvable image element as to the presence of a user's signal. A
number of ground stations will provide reference signals so that the
relatlive position of the signals in the image can be used to compute the
user's location. Since the image which would be processed by the detector
will only contain a few signals of interest the binary detection system
represents a method of reducing the amount of data which must be processed.

5.2 Passive Navigation Systenm

In the passive case the source of the signal energy is assumed to
be the infrared energy emitted by the exhaust system of a jet engine.
The background noise in this case consists of the infrared energy
emitted by the earth and clouds which are normally much colder than the
earth. The analysis was based on & determinatim of the effect which
changes in the effective background temperature would have on the
detection of the user's signal. By assuming that the resolution of the
optical system was high enough so that the user's signal would be present
on only one resolvable image element, it was possible to derive a signal-
to-noise ratio which described the quality of the image.

The resolution of the satellite optical system is limited by the
diameter of the objective lens so that associated with every resolvable
image elemeént will be an area on the earth whose energy 1s focused on
that image element. If the variation in the energy on an individual
image element due to the presence of a user is less than the variation
due to changes in the effective background temperature then it will not
be possible to detect the presence of the user's signal. The ratio of
these variations, that is bthe variation of the power incident on an
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individual image element due to a signal divided by the variation in the
power due to changes in the effective background temperature, was chosen
as a measure of the quality of the image. It was found that for objective
lenses of practical size it was not possible to realiably discriminate
between changes in the energy on an imsge element due to the presence of
a signal and changes due to different background temperatures. Under
typical conditions the signal variation might be several orders of
magnitude less than the variation due to changes in the effective back-
ground temperature. The reason for this situation is found in the size
of the resolvable image element. Even though the temperatures of the
source and background are quite different the small percentage of energy
from the background that falls in the spectral region of the souwrce can
be much greater than the desired signal because the relative size of

the resolvable area and the gource are so different. PFor example the
signal might be generated by & source of several square meters at a
temperature of 600° to 1000°%K while the background energy on the same
imsge element is generated by an area of several thousand square meters '
at a temperature of 250° to 280°K. Although the spectral distribution
of the energy generated at these two temperatures is quite different, the
absolute amount of energy generated by the low temperature is suff1c1ent
to exceed that generated by the high temperature source in the desired
spectral region because of the relative size of the areas involved is so
different. The problem presented by the variations in the background

is that it becomes impossible to distinguish whether the large amount of
energy on one image element is due to the presence of & user or to a
very warm region. A very large objective lens diameter is necessary to
ensure that the variations in the effective background temperature of a
resolvable area are much less than the variation due to the presence of
a user.

Certain additional problems besides the detection of the user's
signal were also examined. It was found that for high altitude users
the atmospheric attenuation likely to be encountered could be neglected.
For low altitude users however the presence of even a slight amount of
water vapor (in the form of clouds or fog) along the transmission path
would cause a severe reduction in the signal level and would make the
system inoperative. Modifications to increase the infrared energy pro-
duced by the plane were considered but the increases that could be
produced by passive means would not be significant.

In addition to the background variations in the image another
problem is that there are no high sensitivity detectors capable of
producing a two-dimensional image for the spectral region in which most
of the source energy is located. A large number of point detectors are
available for the desired spectral region but these must be mechanically
scanned to produce an image. The lack of a suitable detector would not
present such a great problem if it were merely a matter of improving
the detectors already available. However this is not the case since
the infrared sensitive camera tubes which have been developed for the
spectral region under consideration have been little more than laboratory
curiosities (except for the possibility of classified developments). It
was concluded that the large amount of background noise present and the
lack of a suitable déetector would make passive detection at synchronous
altitude impossible.
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5.3 Active Navigation System

In the active case each of the users is equipped with an optical
power source which is aimed in the general direction of the satellite.
The user aims the source to the best of his ability considering the
accuracy of the a priori knowledge of his position. For the active case
the major source of background noise is the sunlight reflected from the
earth and the atmosphere. A problem similar to the temperature variations
encountered in the passive case arises because the amount of reflected
energy varles greatly according to the type of background present, e.g.,
clouds, sea, land, etc., and this variation causes the same problem in
distinguishing the user's signal from changes in the background of the
image.

Since a variety of high power optical sources are available an
analysis was made to determine what type of source would best meet the
requirements of the optical navigation system. It was found that
although many sources could easily be detected in the absence of any
background noise the laser was the only source which could be detected
in the presence of the background noise by using a filter before the
detector. The narrow spectral region in which the majority of the laser
energy is located allows a significant amount of any background noise
present to be removed by filtering. The optical filters which are
presently available are capable of eliminating a very large percentage
of the undesired background energy while having & minimal effect on the
desired signal. The use of a signal with & very narrow spectral range
will not be advantageous unless & filter 1s available which can extract
that signal from any background noise present. Although the primary
- advantage of the laser is its narrow spectral output there are two other
important advantages. The laser has a much smaller input power require-
ment than many of the other sources considered and the wavelength of
operation can be chosen to a certain extent to minimize the effects of
atmospheric attenuation. An analysis showed that it would be best to
use wavelengths in the near infrared if possible, but the guantum
efficiency of many detectors is not very good in this region so that the
final choice of wavelength will depend on the spectral response of the
detectors available and the wavelength of the laser rather than the
atmospheric attenuation present.

The problem of atmospheric attenuation in the active case is similar
to that in the passive case but there is an important difference.
Although it will still not be possible to overcome the attenuation intro-
duced by clouds or fog along the transmission path it will be possible
to increase the source power to overcome some attenuation. The question
now becomes what level of attenuation is 1t reasonable to try to overcome
and how much will the navigatlion system performance be improved? To
answer this question an analysis was made of the attenuation levels
which could be expected in fair weather. It was found that by increasing
the source power an order of magnitude above the zero attenuation level it
should be possible to overcome the atmospheric attenuation which would
be found under normal operating conditions.

The definition of the signal-to-noise ratio used in the active case
to analyze the quality of the image is the same as that used in the
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passive case. The discussion about the signal-to-noise ratio in the
previous section could almost be used here except for the reason for

the variations in the background. As wug stated previously the predom-
inant form of background noise in this cuse is the sunlight reflected
from the atmosphere and various types of clouds. The reflectance of the
various weather formations can vary from almost zero to over 80% so that
significant differences can occur between the background noise present
on various image elements. As in the passive case it was only possible
to reliably detect the user's signal from the background variations
under very limited circumstances. It was concluded that the limited
circumstances under which the user's signal could be detected would not
Justify the cost of the equipment involved. Even under the limited
circumstances when the image received was of sufficient quality to
distinguish the user's signal, it was questionable whether or not the
internal noise of the detector could be reduced enough to allow reliable
detection. There is not only a significant amount of noise present in
the image but the resolution required in this system is such that a
very wide video bandwidth would be required. The shot noise and thermal
noise generated internally in the detector may present a major problem
because of the large video amplifier bandwidth. The high resolution
television camera tubes available have required special constructlon
techriiques to minimize the internally generated noise.

After considering the conditions under which an active optical
navigation system could operate it 1s concluded that the use of such a
system would not be economically Jjustifiable considering the limited
improvement in position accuracy which might be obtained. Even if there
were no reference errors in the heading or vertical reference, the user
would have to know his position to within several tens of kilometers in
order to get the optical navigation system to operate and such accuracy
is better than some of the present radio navigation systems provide.

The successful experiments using laser beams transmitted over long
distances have required extremely accurate aiming of the sources. One
important implication of this is that to make use of one of the most
important properties of a laser, namely its narrow beamwidth, it must be
possible to aim the device properly. If it is required to increase the
beamwidth to compensate for the lack of ability to accurately aim the
lagser, then one of the important properties of the device is destroyed.
It is apparent that the operation of a navigation system depends on the
ability of the transmitter to produce a useable signal over a large
region without accurately knowing beforehand in what direction to trans-
mit the energy. The laser does not £it the requirements of the naviga-
tion system considered and it is concluded that at the present time it
would be much less expensive and a much better system could be obtained
through the use of radio frequency equipment.

The results obtained in this. study indicate that optical techniques
are not capable of providing the performance required for a synchronous
navigation satellite system. In the passlve case the detectors available
have neither the gengitivity nor the resolution required to provide
adequate performance. In the active case the conditions under which
such a system could operate are so restrictive and the cost so high that
1t must be concluded that radio frequency technigues would give much
better performance at a significantly lower cost. Considering the
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stringent detector requirements necessary in both the active and passive
cases and the detectors presently available it seems unlikely that any
technological improvements will change the results presented to any
great extent. It should also be pointed out that since wavelengths in
the visible and near infrared regions do not penetrate clouds, an
optical system would be restricted to users operating at high altltudes
above the majority of clouds or to users which could operate without

the optical navigation system for a time or had a backup system to
navigate in periods of bad weather.
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Appendix A

THE GDOP FACTOR AND OPTICAL RESOLUTION

The geometrical dilution of precision effect (GDOP) arises from
the projection of the minimum angular resolution on the curved surface
of the earth as shown in Fig. Al. As the elevation angle to the satellite
increases the accuracy of the position fix deteriorates until the point
at which the satellite Iis on the user's horizon and the system has become
inoperative. The best resolution is always obtained at the subsatellite
point as would be expected for an angle measurement system. The position
error 1s glven by

PE = r, 86(e) cosec € (4.1)
where PE = posltion error
r, = distance to user from satellite (see (2.7-3))
66(e) = angular resolution of the optical system in rad

as a function of the elevation angle

[0}
il

elevation angle to satellite.

The GDOP factor is defined as the position error as a function of the
elevation angle normalized with respect to the smallest position error
which occurs at the subsatellite point hence

ry 80(€) cosec € V
GDOP = ” (A.2)
g
where r = ground resolution (position error) at the subsatellite

point.

Simplification of this formula is possible by making a suitable
assumption on the angular resolution. The ground resolution is given
by

I‘g = 66(0) I'S (A.o3)
where 86(0) = angular resolution at the subsatellite point
r = gpynchronous altitude.

If it can be assumed that the angular resolution ig constant over the
entire image then (A.2) reduces to
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PE=r, 88 cosec ¢

6378km ————=

SATELLITE

FIGURE Al THE GEOMETRICAL DILUTION OF PRECISION EFFECT
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I\! cosec €

GDOP = ——— (A.k)
s
where r, = 36,000 km = synchronous altitude.

The GDOP factor, (A.4), is plotted in Fig. 3 of Section 2.3.1, For an
optical system using a television camera as & detector the assumption

that the angular resolution is constant is somewhat questionable. Not
only does the diffraction limited resolution become worse near the edges

of the imege but the effect of aberrations or departures from a perfect
image also become worse near the edges. The effect of the aberrations

on the image is sometimes proportional to the seventh power of the distance
from the center of the image which means very high distortion for users
near the edge of the fileld-of-view.

In addition to the decreased resolution at the image edge due to
imperfect lens construction, the resolution of the televislon camera
also decreases away from the image center. The operation of television
camera tubes normally involves some form of electromagnetic field which
is used for deflection and acceleration of the electron beam. Uniform
fields are often required over a given volume and the uniformity will
depend on the precise placement and construction of the tube elements.
In many cases the uniformity over the entire image area cannot be
maintained and the resolution at the edge is often 40% less than at the
center of the image.

The increase in the position error given by the GDOP factor can
only be considered as a lower limit on the position error which might
be two or three times that predicted by the GDOP factor. Of course it
is possible to reduce the effect of the optical distortions by providing
correction factors for positions near the edge of the image. The
reduction in the resolution or position accuracy can thus be attributed
to the following interacting factors:

l) the geometrical dilution of preclsion due to poor user-
satellite geometry

2) optical distortions which increase near the image edges

3) reduced television resolution near the edge of the photo-
sensitive surface

4) the increased atmospheric path length which will make it
more difficult to correct for atmospheric refraction.

In addition the vertical angular measurement and the horizontal angular
measurement form an orthogonal coordinate system in which case:

| 22
ry = \J}h +r (A.5)
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where

H
1

= total position error

t
rh = horizontal resolution
rv = vertical resolution.

Since the vertical and horizontal resolutions are assumed to be equal,
the maximum position error for any user position is

r, = 2 Ty GDOP (A.6)

and the maximum position error occurs along a user path which is at a
450 angle to the projection of the scanning lines on the earth's surface.
The term "maximum position error" is meant to mean the position error in
the case where the only decrease in resolution is that due to the GDOP
factor and the optical system and television camera are distortionless.

- 151 -




Appendix B

TELEVISION CAMERA RESOLUTION

The resolution of a television camera can be expressed in a number
of ways. The number of television lines, as used in this report, means
the actual number of raster lines which are present in the image or
equivalently the number - of horizontal scanning lines.

The resolution of a photosensitive surface can be derived from &
statistical analysis of the quantum processes which take place [2&,2@6@].
A number of different units are employed to express the spacial
resolution capability of a photosensitive surface which is known as
the resolving power (f,). The units of £, are

cycles _ line-pairs _ lines (B.1)
mm mm mm :

and are used interchangebly in many reports. The number of TV lines is

a function of the scanning circults used and the spacial resolving

power is a function of the photosensitive surface and the energy incident
on that surface. The number of TV lines can be related to the resolving
power by noting that by the sampling theorem, two samples are required

to give a spacial resolution of one cycle and here the samples are the
raster lines which means that two TV llnes are required for every cycle
of resolving power. [59].

TV lines
mm

cycles _ line-pairs _ lines

mm mm mm (8.2)

=2
=

The resolution capability of a television camera tube is normally
given in terms of the maximum number of TV lines but for special purpose
cameras the resolution is sometimes given in terms of the maximum
resolving power which i1s half the number of TV lines. The resolution
can be expressed in terms of the total number of TV lines (or cycles)

or in terms of the TV line (or cycle) density, i.e., TV lines (or
cycles)/mm

The spacial resolving power of a photosensitive surface is limited
by the incident energy and the guantum properties of the surface up until
the point at which the spacial resolution begins to exceed the size of
the granules making up the surface. At present most photosensitive, 1i.e, v,
surfaces are not capable of resolutions exceeding 100 llnes/mm although
higher resolutions are possible by performing speciel smoothing opera-
tions on the cathode oxide.[59, 60]. No increase in resolution is
possible by having the number of scan lines greater than twice the
spacial resolution limit whether the spacial resolution limit is . quantum
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limited or limited by the granularity of the surface.

It was assumed in Section 2.7 that there was equal resolution
in the horizontal and vertical directions. The resolution in the
vertical direction is a function of the number of TV (scan) lines while
the horizontal resolution is obtalned from the image information read-
out during the scanning process. The resolution in the horizontal
direction is directly proportional to the ability of the video amplifier
to reproduce closely spaced pulses which 1s directly proportional to the
amplifier bandwidth. The horizontal resolution is related to the ampli-
tier bandwidth by [26]:

H™FN (8:3)

where RH = horizontal resolution in TV lines
a = aspect ratio = height/width
B = bandwlidth in Hz
N = number of TV lines
ff = frame rate.

The aspect ratio is 1.0 since it is assumed that the vertical and
horizontal sides of the image are equal. The frame frequency is simply
the picture rate.

The bandwlidth determined by (B,3) is not the bandwidth required to
transmit the position information but only the bandwidth required of the
video amplifier. The output of the video amplifier will be fed to a
threshold device which will quantize the output. Since the bandwidth
required of the video smplificr may determine the feagibility of the
system 1t should be calculated for o typical system. Assume that the
frame rate is either one per second, one every five geconds, or one
every ten seconds, which 1s reasonable to assume from the calculations
made in Section 2.4, If the vertical and horizontal resolutions are
equal, then Ry = N which when substituted in (B.3) gives:

B = —— (B.4)

The results of tpis calculation are shown in Fig. Bl. If the camera
resolution is 10" lines, then the maximum bandwidth required would be

50 MHz . Since distributed video amplifiers have been constructed with
bandwidths in excess of 400 MHz, the amplifier bandwidth will not present
any serious limitations until the resoclution is better than 3 X 10% lines.
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Appendix C

COMPUTER PROGRAM
The following computer program computes the irradiance (incident
power density) on & satellite at synchronous altitude due to a circular

region of diameter GCD. The earth is assumed to be a black body at
250°%K and the center of the circular region is the subsatellite point.
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 Appendix D

I, LINES OF SOME IMPORTANT RKLEMENTS
IN ARC DISCHARGI LAMPS AND LASHKRS

put of lasers and arc discharge lamps is dependent
in their construction. All elements have character-
corresponding to the various possible transitions

of the atom. The transition of an electron from
can produce light energy with a wavelength

change in energy which occurred. Iasers and the
discharges have strong emission lines corresponding
changes.

rc discharge lamps using mercury vapor there are
locations given in the following list. Where

several lines occur in a small region, only the region is listed with

the predominant line
that region. All wav

in parenthesis if there is a predominant line in
elengths are in microns.

0.302
0.312 - 0,314

0.334

0.365 - 0,367

0.hok - 0.407 (0.4047).
0.434 - 0,436 (0.4358)
0.5461

0.577 = 0.579

Two of the popular gases used in lasers are argon and krypton.
The important wavelengtlis produced by these gases are listed below in

order of decreasing p

Argon

0.4880
0.5145
0.4765
0.4965
0.4579
0.5017

The elements and
of the lasers availab

ower.

Krypton

0.6471
0.5682
0.5309
0,5208
0762

compounds which are currently used in & majority
le are listed in the table below.

Material Wavelength (u)
Cr (Ruby) 0.6943

Nd (Doped glass or YAG) 1.06

HelNe 0.6328 or 1.15
Ar 0.45 - 0.52
COo 10.6

Kr 0.47 - 0.65
GeAs (Injection laser) 0.84 - 0.92

Table DL

COMMON LASER MATERIALS AND THETIR CORRESPONDING SPECTRAL OUTPUT
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Table

[

Appendix E

LASERS USED AS EXAMPIES IN SECTION 3.6.1.k

No.

WD

O\ EFW N R~ O\ W

Manufacturer

Hughes

Resalab

Hughes

Aveo

Orlando Research
Korad

Resalab

Biorad
TRG
Biorad

- American Optical

Siemens
General Idser

Seed Blectronics
Seed Electronics

-Sperry

Iaser Diode Ilabs
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Model

3041H
3355
3043H
530
ABRO
K-GL0O00
33k0

QLPM
302-1
VD640
20
SIR-3C1
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